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2 Partial Differential Equations

1. Consider the problem
∇ · γe∇u = 0 in Ω \ Ωi, ∇ · γi∇u = 0 in Ωi,

u− − u+ = 0 on ∂Ωi, γi∇u− · n− γe∇u+ · n = 0 on ∂Ωi,

γe∇u · n = j on ∂Ω.

with continuous and positive γe, γi, up to the boundary. We assume Ωi ⊂
Ω, domains with smooth boundaries. The unit normal n points outside Ωe

but inside Ωi and u− and u+ denote the limit values of u on ∂Ωi from
outside and inside Ωi, respectively. Can we expect to have solutions for
any j ∈ L2(∂Ω)? Can we expect uniqueness of solutions?

Taken from [57]. Integrating over Ω and applying the divergence theorem,
we find ∫

Ω\Ωi

∇ · γe∇udx+

∫
Ωi

∇ · γ=∇udx

=

∫
∂Ω

γe∇u · n dℓ =
∫
∂Ω

j dℓ = 0.

We have a constraint on the boundary integral of j to be able to construct
solutions. Once this constant is satisfied, possible solutions are not unique,
since addition of any constant provides another solution.

2. Calculate the solution of

∆p+ λ2p = aδΓ x ∈ RN ,

limr→∞r
N−1

2 (
∂p

∂r
− ıλp) = 0, r = |x|,

where δΓ is a Dirac mass supported at a curve Γ.

Taken from [63, 62]. The fundamental solution for the Helmholtz equation
∆G + λ2G = −δ in the whole space satisfying this condition at infinity
(outgoing Sommerfeld radiation condition) is known in explicit form. The
solution for this particular right hand side is obtained by convolution

p(x) =

∫
RN

G(x− y)a(y)δΓ(y)dy =∫
Γ

G(x− y)a(y)dy.

3. Given a continuous function a, find an explicit expression for the solution
of the problem

∆P (x) + k2eP (x) = a(x)δx0 x ∈ R3,

limr→0 r

(
∂P

∂r
+ ıkeP

)
= 0, r = |x|, x0 ∈ R3.
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Taken from [69]. The complex conjugate Q = P satisfies a Helmholtz
equation with outgoing radiation condition at infinity:

∆Q(x) + k2eQ(x) = a(x)δx0 , x ∈ R3,

limr→0 r

(
∂Q

∂r
− ıkeQ

)
= 0, r = |x|, x0 ∈ R3.

The fundamental solution is known to be F (x) = eıke|x|

4π|x| . Thus P =

−F ∗ aδx0
, δx0

being a Dirac mass supported at x0 and

P (x) = −e
−ıke|x−x0|

4π|x− x0|
a(x0).

4. Find an explicit expression for the solution of

curl (curlP)− k2eP = d(x)δx0 in R3,

lim|x|→∞|x|
∣∣curlP× x̂− ıkeP

∣∣ = 0.

Taken from [77]. We take the divergence of the equation. Since div (curlA) =
0 for any vector A, we find divP = − 1

k2
e
divd δx0 .Making use of the vector

identity curl (curlP) = ∇(divP)−∆P we have

−∆P− k2eP = δx0d+ 1
k2
e
∇(divd δx0).

We can solve the equations by convolution with the Green function of
Helmholtz equation:

P = Gke
∗ dδx0

+ 1
k2
e
Gke

∗ ∇(divdδx0
).

Notice that the right hand side can be rewritten as Gke
∗ dδx0

+ 1
k2
e
Gke

∗
[curl curl dδx0

+∆dδx0
]. Interchanging the derivatives in the convolution

we find

P(x) = 1
k2
e
curl curlGke

(x− x0)d(x0).

for x ̸= x0.

5. Given an interval [0, L], L > 0, we consider the problem

d

∂z

(
d(z)

∂C

∂z

)
= k(z)C, z ∈ [0, L]]

C(L) = c0 > 0,
∂C(0)

∂n
= 0,

with coefficients d, k ∈ L∞(0, L), d > d0 > 0 and k ≥ 0. Study if this
problem has a nonnegative solution C ∈ H1([0, L]).
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Taken from [90]. This is an elliptic problem with coefficients in L∞(0, L).
Let us define the Hilbert space H = {C̃ ∈ H1(0, L)|C̃(L) = 0}, where
H1(0, L) is the standard Sobolev space. We set C = c0 + C̃, with C̃ ∈ H.
In variational form, this linear problem reads: Find C̃ ∈ H such that∫ L

0

[
d
∂C̃

∂z

∂w

∂z
+ kC̃w

]
dz =

−
∫ L

0

kcwdz

for w ∈ H. The left hand side defines a continuous bilinear form b(c, w)
in H ×H, which is symmetric and coercive. The right hand side defines
a continuous linear form ℓ(w) in H. By Lax Milgram’s theorem, there is
a unique solution C̃ ∈ H. By Sobolev injections, C̃ ∈ C([0, L]). Using the
positive part as a test function w = C̃+ , we get C̃+ = 0 and C̃ ≤ 0. On
the other hand, ∫ L

0

[
d
∂C

∂z

∂w

∂z
+ kCw

]
dz = 0.

Taking w = C−, we obtain C− = 0. Therefore, 0 ≤ C ≤ c0.

6. Given a smooth semicircle Ω, with curved upper boundary ∂Ω+ and lower
straight boundary ∂Ω−, consider the problem

d∆c = ks
c

c+Ks
, x ∈ Ω

c = c0 > 0, x ∈ ∂Ω−

∂c

∂n
= 0, x ∈ ∂Ω+,

with positive parameters d, ks,Ks. Study if this problem has a nonnegative
solution c ∈ H1(Ω) for some parameter range.

Taken from [60, ?]. The solution c can be constructed as the limit of
iterates c(m) solution of linearized problems

d∆c(m) =
ks

c(m−1) +Ks
c(m), x ∈ Ω

c(m) = c0 > 0, x ∈ ∂Ω−

∂c(m)

∂n
= 0, x ∈ ∂Ω+,

starting from c(0) = c0. Lax Milgram’s Theorem implies existence of a
unique solution c(m) ∈ H1(Ω). Set am−1 = ks

c(m−1)+Ks
. We multiply the

equation by the negative part of c(m), c(m)−

d

∫
Ω

|∇c(m)−|2dx+

∫
Ω

am−1|c(m)−|2dx = 0,
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because
∫
Ω

∂c(m)

∂n c−0 dℓ = 0. Initially, a0 > 0. Thus, c(1)− = 0 and c(1) ≥ 0,

which implies a1. By induction, we conclude that c(m) ≥ 0, am ≥ 0 and
am ≤ ks/Ks. Writing c(m) = c̃(m) + c0, with c̃

(m) ∈ H1
0 (Ω), we get

d∆c̃(m) = am−1c̃
(m) + am−1c0, x ∈ Ω

c̃(m) = 0 > 0, x ∈ ∂Ω−

∂c̃(m)

∂n
= 0, x ∈ ∂Ω+.

Multiplying by c̃(m) and integrating, we find

d

∫
Ω

|∇c̃(m)|2dx+

∫
Ω

am−1|c̃(m)|2dx =

∫
Ω

am−1c0c̃
(m)dx.

Using Poincaré’s inequality, ∥c̃(m)∥H1
0 (Ω) ≤ C(Ω)ksc0

Ks
. By Sobolev injec-

tions, we can extract a subsequence converging weakly in H1
0 , strongly in

L2 and pointwise to a limit c̃. Moreover, we can prove strong convergence
of the whole sequence provided d is large enough. Passing to the limit in
the equation, c = c̃+ c0 ≥ 0 is a solution to the original problem.

7. Prove that the solution Φ of the equation

− d2

dx2
Φ(x) = nD(x)−

∫
R

dk

1 + exp(ϵ(k)− Φ(x))

with
∫
R2

dkdx
1+exp(ϵ(k)−Φ(x)) = a fixed and dΦ

dx ∈ L2 is unique.

Taken from [21]. Assume that there are two solutions Φ1 and Φ2 satisfying
such conditions. Set U = Φ1 − Φ2. Then,

dU
dx ∈ L2 and

d2U

dx2
=

∫
R

dk

1 + exp(ϵ(k)− Φ1(x))
−
∫
R

dk

1 + exp(ϵ(k)− Φ2(x))
.

Let us assume first that U(x) > 0 everywhere. Then

a =

∫
R2

dkdx

1 + exp(ϵ(k)− Φ1(x))
>

∫
R2

dkdx

1 + exp(ϵ(k)− Φ2(x))
= a,

which is impossible.

Let us assume now that there is a unique point x0 at which U(x0) = 0.

We take U(x) < 0 for x < x0 and U(x) > 0 for x > x0. Thus, d2U
dx2 < 0 if

x < x0 and d2U
dx2 < 0 if x > x0. Then, dU

dx is decreasing if x < x0 and dU
dx

is increasing if x > x0. On the other hand,∫
R

(
dU

dx

)2

dx =

∫ x∗

−∞

(
dU

dx

)2

dx+

∫ ∞

x∗

(
dU

dx

)2

dx
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is finite. If there exists x∗ such that dU(x∗)
dx > 0 and x∗ < x0 then∫ x∗

−∞
(
dU
dx

)2
dx >

(
dU(x∗)

dx

)2 ∫ x∗

−∞ dx = ∞. This is impossible, so that
dU
dx ≤ 0 for all x and U is decreasing. This contradicts our assumption on
x0. Therefore, we should have at least to points x0 and x1 at which U
vanishes.

Let x0 and x1 be such that U(x0) = U(x1) = 0. If xM is such that

U(xM ) = max {U(x), x0 ≤ x ≤ x1} > 0, then d2U(xM )
dx2 ≤ 0 because the

maximum is attained at an interior point. However,

0≥ d2U(xM )

dx2
=

∫
R

dk

1+exp(ϵ(k)−Φ1(xM ))
−
∫
R

dk

1+exp(ϵ(k)−Φ2(xM ))
>0,

since U(xM ) > 0. Hence, max {U(x), x0 ≤ x ≤ x1} = 0. In an analogous
way, we conclude that U(xm) = min {U(x), x0 ≤ x ≤ x1} = 0. Therefore,
U = 0 on [x0, x1].

Now we set x0 = min {x |U(x) = 0} and x1 = max {x |U(x) = 0}. Then,
U(x) < 0 for x < x0 and U(x) > 0 for x > x1. Repeating the above
arguments, we would obtain x′ /∈ [x0, x1] such that U(x′) = 0. This
contradicts the definition of x0 and x1. Therefore, U = 0 everywhere and
Φ1 = Φ2.

8. Consider balls Bε = B(x, ε) centered at a point x of small radius ε. Given
a smooth function u(x), let vε be the solution of

∆vε + k2vε = 0, in R2 \Bε,

vε = −u(x), on ∂Bε,

lim
r→∞

r1/2
(
∂vε
∂r

− ıkvε

)
= 0.

What is the behavior of ∂vε
∂n as ε→ 0?

Taken from [47]. The Dirichlet–to–Neumann provides an expression for
the normal derivative of vε on Γε:

∂nvε(x+ ε(cos θ, sin θ))

=
k

2π

∞∑
n=−∞

(H
(1)
|n| )

′(kε)

H
(1)
|n| (kε)

∫ 2π

0

eın(θ−Θ)u(x+ ε(cosΘ, sinΘ))dΘ

in polar coordinates. Here H
(1)
|n| denotes the Hankel function of the first

kind of order |n|. We choose the normal vector n pointing into Bε. For
sufficiently small ε > 0,

∂vε
∂n

(x+ ε(cos θ, sin θ)) = k
(H

(1)
0 )′(kε)

H
(1)
0 (kε)

u(x) +O(ε).
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For small ε > 0, the Hankel functions have the following leading parts:

H
(1)
0 (kε) ∼ −2 log(kε)

πı
, (H

(1)
0 )′(kε) = −H(1)

1 (kε) ∼ −2

πıkε
.

Thus,

(H
(1)
0 )′(kε)

H
(1)
0 (kε)

∼ 1

kε log(kε)
,

and ∂vε
∂n (x+ ε(cos θ, sin θ)) ∼ 1

ε log(kε)u(x).

9. Given a bounded open set Ω ⊂ RN , we consider the problem: Find u > 0
such that

−∆u = up x ∈ Ω,

u = 0 x ∈ ∂Ω,

u > 0 x ∈ Ω.

Prove that there is a solution when 1 < p+1 < p∗, where p∗ = ∞ if N ≤ 2
and p∗ < 2N

N−2 when N > 2.

Consider the minimization problem

I = Minu∈H1
0 (Ω)

∫
Ω
|∇u|2 dx∫

Ω
|u|p+1 dx

= Minu∈H1
0 (Ω)J(u).

The functional J(u) to be minimized is positive, thus, bounded from be-
low. Consider a minimizing sequence un ∈ H1

0 (Ω), such that J(un) → I
as n → ∞. The sequence vn = un

∥un ∥Lp+1
is a minimizing sequence sat-

isfying also ∥vn∥Lp+1 = 1. Then,
∫
Ω
|∇vn|2dx → I implies that vn is

bounded in H1
0 (Ω) and vn tends weakly in H1

0 to a limit v ∈ H1
0 (Ω). By

Sobolev injections, vn is compact in Lp+1, p + 1 < p∗, thus v ∈ Lp+1(Ω)
and ∥vn∥Lp+1 = 1 → ∥v∥Lp+1 = 1. By lower semicontinuity of weak con-
vergence, we have J(v) ≤ limn→∞J(vn) = I. Since v ∈ H1

0 (Ω), we have
I ≤ J(v). Therefore, I = J(v) and the minimum is attained at v. More-
over, we can replace v by |v| and J(|v|) ≤ I(v), so that w = |v| ≥ 0 is a
minimizer too and I = J(w). w ̸= 0 because ∥w∥Lp+1 = 1.

Now, J(w) ≤ J(w + tr), r ∈ H1
0 (Ω) for real t. An asymptotic expansion

first for t > 0 then for t < 0 leads to∫
Ω

∇w∇r dx = c

∫
Ω

wpr dx

for all r ∈ H1
0 (Ω) and some c > 0. This implies −∆w = cwp. Setting

u = c−1/(p−1)w, we get −∆u = up and u ≥ 0, u ̸= 0. By the strong
maximum principle, u > 0.

If p+ 1 = p∗ = 2N
N−2 and N > 2 existence depends on the geometry of Ω,

see [1].
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10. Prove that the function v(x, t) = |t|
p

p−1ϕ(x), 1 < p < p∗ − 1, where

−∆ϕ =

(
p

p− 1

)p

|ϕ|p−1ϕ x ∈ Ω,

ϕ = 0 x ∈ ∂Ω,

is a solution of the backward parabolic problem

−∆v + |vt|p−1vt = 0 x ∈ Ω× (−∞, 0],

v = 0 x ∈ ∂Ω× (−∞, 0].

Proof taken from [3, 8]. We see that

vt = − p

p− 1
|t|

1
p−1ϕ(x),

|vt|p−1vt = −
(

p

p− 1

)p

|t|
p

p−1 |ϕ(x)|p−1ϕ(x),

−∆v = −|t|
p

p−1∆ϕ(x) = |t|
p

p−1

(
p

p− 1

)p

|ϕ(x)|p−1ϕ(x),

so that the equation is fulfilled. Existence of ϕ follows from critical point
theory.

11. We work in variable domains Ωt, whose boundaries Γt are generated from a
smooth curve Γ0 ∈ C2 (twice differentiable) following a family of deforma-
tions Γt =

{
x+ tV(x) |x ∈ Γ0

}
, along a smooth vector field V ∈ C2(Γ0).

For t > 0, we denote by ut ∈ H1(BR) the solutions of

bt(Ωt;ut, w) = ℓ(w), ∀w ∈ H1(BR),

bt(Ωt;u,w) =
∫
BR\Ωt(∇xtu∇xtw − κ2euw)dx

t −
∫
ΓR
LuwdSx

+
∫
Ωt(β∇xtu∇xtw − βκ2iuw)dx

t, ∀u,w ∈ H1(BR).

Change variables to reformulate the problems on Ω0.

Taken from [79]. For small t > 0, Γt ∈ C2 is a perturbation of Γ0. The
deformation xt = ϕt(x) = x + tV(x) maps Ω0 to Ωt. For small t, ϕt

is a diffeomorphism and its inverse ηt maps Ωt to Ω0. The deformation
gradient is the jacobian of the change of variables

Jt(x) = ∇xϕ
t(x) =

(
∂xt

i

∂xj
(x)
)
= I+ t∇V(x),

and its inverse (Jt)−1 =
(

∂xi

∂xt
j

)
is the jacobian of the inverse change of

variables. Then, volume and surface elements are related by

dxt = detJt(x) dx, dSxt = detJt(x)∥ (Jt(x))−Tn∥dSx,
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and the chain rule for derivatives reads∇xu(x
t(x)) = (J t(x))T∇xtu(xt(x)),

that is, ∇xtu = (Jt)−T∇xu. For each component we have

∂u
∂xt

α
(xt(x)) = ∂u

∂xk
(xt(x))(J t)−1

kβ (x).

We define û(x) = ut ◦ ϕt(x) = ut(xt(x)). Changing variables we have:

bti(Ω
t;ut, w) =

∫
Ωt

[
β ∂ut

∂xt
α
(xt) ∂w

∂xt
α
(xt)− βκ2iu

t(xt)w(xt)
]
dxt =∫

Ω0 β
[

∂û
∂xp

(x)(J t)−1
pα (x)

∂ŵ
∂xq

(x)(J t)−1
qα (x)−βκ2i û(x)ŵ(x)

]
detJt(x) dx

= b̂ti(Ω
0; û, ŵ).

A similar relation holds on BR \ Ωt
defining bte(BR \ Ωt

;ut, w) = b̂te(BR \
Ω

0
; û, ŵ). Therefore, we obtain the equivalent variational formulation:

Find û ∈ H1(BR) such that

b̂t(Ω0; û, w) = b̂ti(Ω
0; û, w) + b̂te(BR \ Ω0

; û, w)−
∫
ΓR

Lûw dSx = ℓ(w),

for w ∈ H1(BR).

12. Consider the problem

µ∆us + (µ+ λ)∇div(us)−∇p = Π∇ϕs, on Ω,

µ∆vs + (µ+ λ)∇div(vs) = ∇p′, on Ω,

kh∆p− div(vs) = 0, on Ω,

∆p′ = (2µ+ λ)∆e′, on Ω,

p = pext, p′ = p′ext on Γ,

u = 0, v = 0, on Γ−,

(σ̂(us)− (p+Πϕs)I)n = g, (σ̂(vs)− p′I)n = g′, on Γ+,

with positive constants µ, λ, kh, Π. We denote by H1
0,−(Ω) the Sobolev

space of H1(Ω) functions vanishing on Γ−. Let Ω ⊂ Rn, n = 2, 3, be an
open bounded domain with C4 boundary ∂Ω. Assume that ϕs ∈ H1(Ω)
and e′ ∈ H2(Ω). Prove existence of a unique solution and establish its
regularity.

Taken from [86]. The equation for p′ uncouples from the rest and provides
a solution p′ ∈ H2(Ω) by classical theory for Laplace equations. Next, the
equation for v is a classical Navier elasticity system which admits a unique
solution vs ∈ [H2(Ω)]n× [H1

0,−(Ω)]
n [?]. Since the source ∇p′ ∈ [H1(Ω)]n,

elliptic regularity theory implies vs ∈ [H3(Ω)]n. Now, div(vs) ∈ H2(Ω)
implies that the unique solution p of the corresponding Poisson problem
has H4(Ω) regularity thanks to the C4 regularity of ∂Ω. Finally, the
equation for us is again a classical Navier elasticity system with L2 right
hand side which admits a unique solution us ∈ [H2(Ω)]n ∩ [H1

0,−(Ω)]
n.
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13. Consider a membrane whose vertical deviation from a flat equilibrium is
governed by

ρ
∂2w

∂t2
= d∆w − κ∆2w + f(x, y, t).

where ρ, d, κ are positive constants. Would you expect this system to
develop oscillatory patterns with definite wave lengths?

Taken from [58]. The elliptic wave-plate operator with zero Dirichlet
boundary conditions in a rectangular admits a sequence of positive eigen-
values λm,n with eigenfunctions ϕm,n given by combinations of sinus and
cosinus functions whose period is related to the spatial domain and varies
with the eigenvalue. Seeking a series solution by separation of variables,
we see that the problem admits solutions of the form∑

n,m

an,m(t)ϕn,m(x, y),

where an,m(t) is solution of

a′′n,m + λn,man,m = fn,m,

therefore, a combination of sin(
√
λn,mt) and cos(

√
λn,mt), after express-

ing f(x, y, t) =
∑

n,m fn,m(t)ϕn,m(x, y) as a series of eigenfunctions. More
complex models in which w is coupled to Navier equations for in-plane mo-
tion (u, v) and f is given by either spins or functional expressions informed
by them are used to explain ripple formation in graphene [59, 58, 54].

14. Given a solution u ∈W 1,∞
loc (R+, H1

0 (Ω)) ∩W
2,∞
loc (R+, L2(Ω)) of

utt −∆u+ α|ut|p−1ut = 0 in L∞(R+, H−1(Ω))

with α > 0, 1 < p and p+ 1 < p∗, we set

E(t) =
1

2

∫
Ω

|∇u(x, t)|2 dx+
1

2

∫
Ω

|ut(x, t)|2 dx.

Then, for some positive constant C(E(0)), we have

E(t) ≤ C(E(0))t−2/(p−1), t > 0.

Proof taken from [2]. We set ϕ(t) = E(p−1)/2
∫
Ω
uut dx. Next, we differ-

entiate with respect to t to get

E′(t) = −α
∫
Ω

|ut|p+1dx ≤ 0,

ϕ′(t) = E(t)(p−1)/2

(∫
Ω

|ut|2 dx−
∫
Ω

|∇u|2 dx− α

∫
Ω

|ut|p−1utudx

)
+
p− 1

2
E(t)(p−3)/2E′(t)

∫
Ω

uut dx

10



First, notice that E(t) ≤ E(0) and −
∫
Ω
|∇u|2 dx = −2E(t) +

∫
Ω
|ut|2 dx.

Moreover,

E(t)−1

∣∣∣∣∫
Ω

uut dx

∣∣∣∣ ≤ E(t)−1

(
1

2

∫
Ω

|u|2 dx+
1

2

∫
Ω

|ut|2 dx
)

≤ C(Ω)

for some positive constant C(Ω) because Poincaré’s inequality implies
1
2

∫
Ω
|u|2 dx ≤ λ(Ω)

2

∫
Ω
|∇u|2 dx. As a consequence, we get

ϕ′(t) ≤ 2E(t)(p−1)/2

∫
Ω

|ut|2 dx− αE(t)(p−1)/2

∫
Ω

|ut|p−1utudx

−2E(t)(p+1)/2 − p− 1

2
C(Ω)E(0)(p−1)/2E′(t).

Now we set ψε(t) = (1+K1ε)E(t)+εϕ(t) with K1 = p−1
2 C(Ω)E(0)(p−1)/2.

We get

ψ′
ε(t) ≤ 2εE(t)(p−1)/2

∫
Ω

|ut|2 dx− αεE(t)(p−1)/2

∫
Ω

|ut|p+1dx

−2εE(t)(p+1)/2 − α

∫
Ω

|ut|p+1dx

Notice that ∥ut∥2L2 ≤ meas(Ω)(p−1)/(p+1)(
∫
Ω
|ut|p+1)2/(p+1). By Young’s

inequality

2εE(t)
(p−1)

2

∫
Ω

|ut|2 dx ≤ 2ε meas(Ω)
p−1
p+1E(t)

p−1
2

(∫
Ω

|ut|p+1

) 2
p+1

≤ εE(t)
p+1
2 + εδ

∫
Ω

|ut|p+1

for some positive δ depending on Ω.

Using Sobolev injections for p+ 1 < p∗ we find∫
Ω

|ut|p−1utu dx ≤
(∫

Ω

|ut|p+1 dx

) p
p+1

∥u∥Lp+1 ≤ S(Ω)∥ut∥pLp+1∥∇u∥L2 .

Notice that ∥∇u∥L2 ≤ 2E(t). By Young’s inequality again

εαE(t)(p−1)/2

∫
Ω

|ut|p−1utu dx ≤ εαE(t)(p−1)/2S(Ω)∥ut∥pLp+1∥∇u∥L2

≤ α

2

∫
Ω

|ut|p+1 + εη(ε)E(t)(p+1)/2

where η > 0 depends on E(0), Ω, α and ε, and tends to zero as ε tends to
zero. Adding up, we get

ψ′
ε(t) ≤ (−α

2
+ εδ)

∫
Ω

|ut|p+1 + ε(−1 + η(ε))E(t)(p+1)/2.

11



On the other hand, for ε small enough,

1

ε
E(t) ≤ (1−K2ε)E(t) ≤ ψε(t) ≤ (1 +K2ε) ≤ 2E(t).

Choosing ε small enough, we find

ψ′
ε(t) ≤ −ε

4
E(p+1)/2 ≤ −εK3

4
ψε(t)

(p+1)/2.

Integrating the inequality we find E(t) ≤ C(E(0))t−2/(p−1) for t > 0.

15. Consider the scalar wave equation

ρ(x)utt = div(χ(x)∇u) + ρ(x)h(t,x), x ∈ R, t ∈ [0, T ],

∇u · n = 0, x ∈ ∂R, t ∈ [0, T ],

u(0,x) = u0(x), ut(0,x) = u1(x), x ∈ R,

for a C1 domain R ⊂ R2. Assume that

• ρ, χ, α ∈ L∞(R), 0 < ρmin ≤ ρ ≤ ρmax, 0 < χmin ≤ χ ≤ χmax,
0 < γmin ≤ γ ≤ γmax,

• u0 ∈ H1(R), u1 ∈ L2(R), h ∈ C([0, T ];L2(Ω)).

Then, there exists a unique solution u ∈ C([0, T ];H1(R))∩C1([0, T ];L2(R)).
This solution satisfies the wave equation in the sense of distributions.

Taken from [89] with γ = 0, see also [88]. Formally, multiplying by w ∈
H1(R), integrating by parts over [0, T ]×R and assuming that u is smooth
enough, we find the weak formulation

d

dt2

∫
R

ρ(x)u(t,x)w(x) dx+

∫
R

χ(x)∇u(t,x)∇w(x) dx+

=

∫
R

ρ(x)h(t,x)w(x) dx

u(0) = u0, ut(0) = u1,

(1)

for all w ∈ H1(R), given f ∈ L∞(0, T ;L2(R)).

The proof is based on the use of Galerkin bases and compactness argu-
ments. We can consider a Galerkin basis {ϕ1, . . . , ϕk, . . .} ⊂ H1(R) formed
by eigenfunctions of an elliptic operator.

Step 1: Galerkin approximation. For each M ∈ N, we denote by VM

the space generated by {ϕ1, ϕ2, . . . , ϕM} and consider the approximate

problem: Find uM (t,x) =
∑M

m=1 am(t)ϕm(x) such that

d2

dt2

∫
R
ρuM (t)w dx+

∫
R
χ∇uM (t)∇w dx

=

∫
R

ρh(t)w dx,

uM (0) = uM0 , uMt (0) = uM1 .

(2)

12



for all w ∈ VM and t ∈ [0, T ], where uM0 =
∑M

m=1 u0,mϕm and uM1 =∑M
m=1 u1,mϕm are the projections of u0 and u1 in VM .

Step 2: Change of variables. To achieve the necessary estimates, we change
variables and set uM = eµtvM , µ > 0, so that uMt = µeµtvM + eµtvMt
and uMtt = µ2eµtvM + 2µeµtvMt + eµtvMtt . Problem (2) becomes: Find

vM =
∑M

m=1 bm(t)ϕm(x) such that

d2

dt2

∫
R
ρvM (t)w dx+

∫
R
χ∇vM (t)∇w dx

+
∫
R
ρµ2vM (t)w dx+ d

dt

∫
R
2ρµvM (t)w dx

= e−µt
∫
Ω
ρh(t)w dx,

vM (0) = uM0 , vMt (0) = uM1 ,

for all w ∈ VM and t ∈ [0, T ].

Step 3: Existence of an approximant. This problem is equivalent to a
linear system of M second order differential equations for the coefficient
functions bm∑M

m=1 b
′′
m(t)

∫
R
ρϕmϕk dx+

∑M
m=1 b

′
m(t)2µ

∫
R
ρϕmϕk dx

+
∑M

m=1 bm(t)
∫
R
χ∇ϕm∇ϕk dx

= e−µt
∫
Ω
ρh(t)ϕk dx,

bm(0) = u0,m, b′m(0) = u1,m, m = 1, . . . ,M,

for k = 1, . . . ,M . In matricial form,

Mb′′ +Db′ +Ab = h(t),

where h(t) ∈ C([0, T ]). This linear system can be written as a first order
linear system for b and a = b′, which has a unique classical solution
b = (b1, . . . , bm) ∈ C2([0, T ]) for any M .

Step 4: Uniform estimates. We multiply by b′k and add over k to get

1
2

d
dt

∫
R
ρ|vMt (t)|2dx+ 2µ

∫
Ω
ρ|vMt (t)|2dx+

1
2

d
dt

[∫
R
χ|∇vM (t)|2dx+ µ2

∫
R
ρ|vM (t)|2 dx

]
= e−µt

∫
Ω
ρh(t)vMt (t) dx.

For any v(t) ∈ H1(R) with vt(t) ∈ L2(R), we define the energy as

Eµ(u(t),ut(t))=
1
2

∫
R
ρ|ut|2dx+ 1

2

∫
R

[
χ|∇u|2+µ2ρ|u|2

]
dx,

Integrating over t it follows that

Eµ(v
M (t), vMt (t)) + 2µ

∫ t

0

∫
R
ρ|vMt (s)|2dxds

= Eµ(u
M
0 , u

M
1 ) +

∫ t

0

∫
R
e−µsρh(s)vMt (s) dxds.

13



Discarding positive terms and using the properties of ρ, we find

ρmin∥vMt (t)∥2L2(R) ≤ 2Eµ(u
M
0 , u

M
1 ) + ρmax

∫ t

0
∥h(s)∥2L2(R)ds

+ρmax

∫ t

0
∥vMt (s)∥2L2(R)ds,

thanks to Young’s inequality. Notice that Eµ(u
M
0 , u

M
1 ) → Eµ(u0, u1) as

M → ∞ due to strong convergence inH1(R) and L2(R). Then, Gronwalls’
inequality yields a uniform bound on ∥vMt ∥L∞(0,T ;L2(R)) in terms of T ,
∥h∥, E(u0, u1), and ρ. Inserting this uniform estimate in inequality (3)
we obtain uniform bounds on ∥vMt ∥L2(0,T ;L2(∂R\Σ)), ∥vM∥L∞(0,T ;L2(∂R\Σ))

and ∥vM∥L∞(0,T ;H1(R)) when µ > 0.

Step 5: Compactness. By classical compactness results, we can extract a
subsequence vM

′
converging weakly star inW 1,∞(0, T ;L2(R))∩L∞(0, T ;H1(R))

to a limit
v ∈W 1,∞(0, T ;L2(R)) ∩ L∞(0, T ;H1(R))

as M ′ → ∞, with traces vM
′

t

∣∣
∂R\Σ converging weakly in L2(0, T ;L2(∂R \

Σ)) to a limit vt
∣∣
∂R\Σ and vM

′ ∣∣
∂R\Σ converging weakly star L∞(0, T ;L2(∂R\

Σ)) to a limit v
∣∣
∂R\Σ. Moreover, d2

dt2 v
M ′ → d2

dt2 v in the sense of distribu-

tions.

Step 6: Passage to the limit. To find the equation satisfied by u, we take
w = ϕk, multiply by ψ(t) ∈ C∞

c ([0, T )) and integrate over t to obtain∫ T

0

∫
R
ρvM

′
ψttϕk dxds+

∫
R
ρu1,mψ(0)ϕk dx−

∫
R
ρu0,mψt(0)ϕk dx

+
∫ T

0

∫
R
χ∇vM ′∇ϕkψ dxds

+
∫ T

0

∫
R
ρµ2vM

′
ϕkψ dxds+

∫ T

0

∫
R
2ρµvM

′

t ϕkψ dxds

=
∫ T

0
e−µs

∫
R
h(s)ϕkψ dxds,

for k ≤M ′. Letting M ′ → ∞ we find∫ T

0

∫
R
vψttϕk dxds+

∫
R
ρu1ψ(0)ϕk dx−

∫
R
ρu0ψt(0)ϕk dx

+
∫ T

0

∫
R
χ∇v∇ϕkψ dxds

+
∫ T

0

∫
R
ρµ2vϕkψ dxds+

∫ T

0

∫
R
2ρµvtϕkψ dxds

=
∫ T

0
e−µs

∫
R
h(s)ϕkψ dxds,

(3)

for all ϕk. The identity extends to all w ∈ H1(R) by density. Taking
ψ ∈ Cc(0, T ) and ϕ ∈ Cc(R) in (3), and integrating by parts, we see that
v satisfies the equation ρvtt − div(χ∇v) + 2ρµvt + ρµ2v = e−µth in the
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sense of distributions in [0, T ] × R. Undoing the change of variables, we
have constructed a solution u of

ρutt − div(χ∇u) = h inD′(0, T )×R (4)

in the sense of distributions.

Since u ∈ L2(0, T ;H1(R)), ut ∈ L2(0, T ;L2(R)) and utt ∈ L2(0, T ; (H(R))′),
after eventually modifying a set of zero measure, u ∈ C([0, T ];H1(R)) and
ut ∈ C([0, T ];L2(R)). Then, u(0) ∈ H1(R) and ut(0) ∈ L2(R). We take
ψ ∈ C([0, T )) and ϕ ∈ Cc(R) in (3), integrate by parts, and use (4), to
get u(0) = u0 and ut(0) = u1. Therefore, we have constructed a solution
u ∈ C([0, T ];H1(R)) ∩ C1([0, T ];L2(R)).

16. Consider the scalar wave equation

ρutt − div(µ∇u) = f(t)g(x), x ∈ R, t > 0,

u(x, 0) = u0, ut(x, 0) = u1, x ∈ R,
(5)

where µ = µ(x), ρ = ρ(x) ∈ L∞(R), g ∈ C∞(R), f ∈ C∞([0,∞)) and
R ⊂ R2 a C1 domain. Furthermore, ρ > ρ0 > 0 and µ > µ0 > 0.
This problem is know to have a unique solution u ∈ C([0, τ ];H1(R)),
ut ∈ C([0, τ ];L2(R)), utt ∈ L2(0, τ ; (H1(R))′), for T > 0 and u0 ∈ H1(R),
u1 ∈ L2(R). Assume u0 = u1 = 0. Would the regularity increase to
u ∈ C([0, τ ];H2(R)), ut ∈ C([0, τ ];H1(R)), utt ∈ L2(0, τ ;L2(R))?

Taken from [85]. Differentiating with respect to t, ut solves a similar
problem with f replaced by f ′, u0 = 0 and u1 = f(0)g(x)/ρ(x) ∈ L2(R).

17. Set v+(x, t) = u(x, t) + q+(x, t) in (xi, xi+1) where u is a solution of

∂u

∂t
−Dc

∂2u

∂2x
+
u

R
= f+, x ∈ (xi, xi+1) = (i, i+ 1), t > 0

u(xi, t) = 0, u(xi+1, t) = 0,

u(x, 0) = h+(x, 0),

with

q+(x, t) = vi(t)
x− xi+1

xi − xi+1
+vi+1(t)

x− xi
xi+1 − xi

,

f+(x, t) =
q+(x, t)

R
− ∂q+

∂t
(x, t),

h+(x, 0) = v(x, 0)− q+(x, 0).

Obtain an explicit expression for v.

Taken from [53]. Let λi = Dc(iπ)
2+ 1

R and ϕi(x) = sin(
√
λix)

( ∫ 1

0
sin(

√
λix)

2dx
)−1

be the eigenvalues and orthonormalized eigenfunctions of the operator
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−Dc
∂2u
∂2x + u

R = 0 in (0, 1) with zero boundary conditions. We expand f+

and h+ as a Fourier series of the eigenfunctions

f+(x, t) =

∞∑
i=0

f+i (t)ϕi(x), f+i (t) =

∫ 1

0

f+(z + xi, t)ϕi(z)dz,

h+(x, 0) =

∞∑
i=0

h+i ϕi(x), h+i =

∫ 1

0

h+(z + xi, 0)ϕi(z)dz.

The explicit expression we seek is then given by

v+(x, t) = q+(x, t) +

∞∑
i=0

e−λith+i (t)ϕi(x− xi)

+

∞∑
i=0

e−λitϕi(x− xi)

∫ t

0

eλisf+i (s)ds,

where

f+i (t) =

(
vi
R
− dvi
dt

)∫ 1

0

(1− z)ϕi(z)dz +

(
vi+1

R
− dvi+1

dt

)∫ 1

0

zϕi(z)dz.

18. Consider the convection diffusion equation

ut −∆u+ ∂y(|u|q−1u) = 0

set in Rn−1 × R × R+, with x = (x1, . . . , xn−1, y). Assume that V is a
solution with initial datum V0 ∈ (L1 ∩ L∞)(Rn) and v is a solution with
initial datum v0 ∈ (L1 ∩ L∞)(Rn). Assume that

v, V ∈ C1([0, T ];L2(R2)) ∩ L∞([0, T ];H2(R2)) ∩ L∞((0, T )× R2)

for every T > 0. Then, v ≤ V .

Proof taken from [7, 9]. The function w = v − V satisfies

wt −∆w + ∂y(|v|q−1v)− ∂y(|V |q−1V ) ≤ 0

and w(0) ≤ 0. Multiplying the inequality by w+ and integrating by parts,
we obtain

d

dt

∫
|w+(t)|2

2
dx+

∫
|∇w+(t)|2dx ≤

∫
aw+(t)∂yw

+(t)dx

where a(x, t) = |v|q−1v−|V |q−1V
v−V is a bounded function. Integrating in t

and applying Young’s inequality we get

∥w+(t)∥22
2

+

∫ t

0

∥∇w+(s)∥22ds ≤ K1

∫ t

0

∥w+(s)∥22ds+ ε

∫ t

0

∥∇w+(s)∥22ds
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for ε as small as needed. Notice that w+(0) = 0. Gronwall’s inequality for

∥w+(t)∥22 ≤ 2K1

∫ t

0

∥w+(s)∥22ds

implies w+(t) = 0.

19. Prove that the solution of

zt −∆z = d · ∇(Gq), z(0) = 0

can be calculated in terms of heat kernels.

Taken from [19]. Set z = d · ∇g where gt −∆g = Gq, g(0) = 0, that is,

g(t) =

∫ t

0

G(t− s) ∗Gq(s)ds.

20. Express the solution of the transmission heat problem
Ut − κe∆U = 0, in RN \ Ωi × (0,∞),
Ut − αiκi∆U = 0, in Ωi × (0,∞),
U− − U+ = Uinc, on ∂Ωi × (0,∞),
αi

∂
∂nU

− − ∂
∂nU

+ = ∂
∂nUinc, on ∂Ωi × (0,∞),

U( · , 0) = 0, in RN ,

in terms of Helmholtz problems using Laplace transforms.

Taken from [41]. We define uinc and u as the Laplace transforms in time
of Uinc and U :

uinc(x, s) =

∫ ∞

0

e−stUinc(x, t) dt, u(x, s) =

∫ ∞

0

e−stU(x, t) dt, x ∈ RN .

For each value of s, the function us(x) := u(x, s) solves
∆us + λ2s,eus = 0, in RN \ Ωi,
αi∆us + λ2s,ius = 0, in Ωi,
u−s − u+s = uinc,s, on Γ,
αi∂nu

−
s − ∂nu

+
s = ∂nuinc,s, on Γ,

where λ2s,e := −s/κe, λ2s,i := −s/κi and uinc,s(x) := uinc(x, s). We set
Γ = ∂Ωi. This problem has a unique solution satisfying the Sommerfeld
radiation condition at infinity,

lim
r→∞

r(N−1)/2 (∂rus − ıλs,eus) = 0, r = |x|,

for all s ∈ C \ (−∞, 0]. This characterization of us(x) can be used to
define and compute u(·, s) for all s ∈ C \ (−∞, 0].
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The solution of the time–dependent problem is recovered by inverting the
Laplace transform:

U(x, t) =
1

2πı

∫
C
est u(x, s) ds.

Since u(·, s) exists for all s ∈ C \ (−∞, 0] and depends holomorphically on
s, many different choices for the inversion path C are possible.

21. When the bounded coefficient a ≥ 0, any positive solution p of the initial
value problem

∂

∂t
p(t,x,v)− σ∆xvp(t,x,v) + a(t,x,v)p(t,x,v) = f(t,x,v),

p(0,x,v) = p0(x,v),

when (x,v) ∈ R2×R2, t ∈ [0,∞), with a ∈ L∞([0,∞)×R2×R2), σ ∈ R+,
f ∈ L∞(0,∞;L∞ ∩L1(R2 ×R2)) and p0 ∈ L∞ ∩L1(R2 ×R2), is bounded
from above by a solution of a heat equation with the same initial and source
data. Moreover, the following estimates hold for any q ∈ [1,∞]:

∥p∥q ≤ ∥p0∥q + tmaxs∈[0,t]∥f(s)∥q,

∥p∥r ≤ C1t
−( 1

q−
1
r )

n
2 ∥p0∥q + C2t

−( 1
q−

1
r )

n
2 +1maxs∈[0,t]∥f(s)∥q,

provided r ≥ q, ( 1q − 1
r )

n
2 < 1, n = 2 being the dimension.

Taken from [70]. Notice that p is the solution of the heat equation with
source g = f − ap ≤ f . Let u be the solution of:

∂

∂t
u(t,x,v)− σ∆xvu(t,x,v) = f(t,x,v), u(0,x,v) = p0(x,v).

This solution admits integral expressions in terms of the heat kernelG(t,x,v).
It is then straightforward that:

p(t) = G(t) ∗ p0 +
∫ t

0

G(t− τ) ∗ [f(τ)− a(τ)p(τ)]dτ

≤ u(t) = G(t) ∗ p0 +
∫ t

0

G(t− τ) ∗ f(τ)dτ,

where ∗ denotes convolution in the x,v variables. Setting f = 0, the well
known Lr − Lq estimates for heat operators ∥u∥q = ∥G(t) ∗ p0∥q follow

∥u∥q ≤ ∥G(t)∥1∥p0∥q ≤ ∥p0∥q,

∥u∥r ≤ ∥G(t)∥q′∥p0∥q ≤ Cq′t
−( 1

q−
1
r )

n
2 ∥p0∥q, 1/r = 1/q + 1/q′ − 1,

for r ≥ q. When f ̸= 0 we find similar estimates for u. They extend to p
since p ≤ u.
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22. We consider a diffusion problem of the form

∂

∂t
c(x, t) = d∆xc(x, t)− ηc(x, t)j(x, t) + h(x, t), x ∈ Ω, t > 0,

∂c

∂r
(x, t) = cr0(x, t), x ∈ Sr0 ,

∂c

∂r
(x, t) = 0, x ∈ Sr1 , t > 0,

c(x, 0) = c0(x), x ∈ Ω,

where d, η > 0, cr0 < 0 and j(x, t) a bounded positive function. The
domain Ω = {x ∈ RN | r0 < r = |x| < r1}, with boundaries Sr0 = {x ∈
RN

∣∣ |x| = r0} and Sr1 = {x ∈ RN
∣∣ |x| = r1}. Let c ∈ C([0, T ];L2(Ω))

be a solution with initial datum c0 ∈ L2(Ω) and boundary condition cr0 ∈
C([0, T ];L2(∂Ω)). If c0 ≥ 0, h ≥ 0 and cr0 ≤ 0, then c ≥ 0.

Taken from [72]. Multiplying the equation

∂

∂t
c(x, t) = d∆xc(x, t)− ηc(x, t)j(x, t) + h,

by c− = Max(−c, 0) and integrating, we get

1

2
∥c−(t)∥22 +

∫ t

0

∫
Ω

[|∇c−|2 + ηj|c−|2] =

1

2
∥c−(0)∥22 −

∫ t

0

∫
∂Ω

∂c

∂n
c−−

∫ t

0

∫
Ω

hc− ≤ 0,

since, in our case,

−
∫
∂Ω

∂c

∂n
c− = −

∫
r=r1

∂c

∂r
(r1)c

− +

∫
r=r0

∂c

∂r
(r0)c

− =

∫
r=r0

∂c

∂r
(r0)c

− ≤ 0.

This implies that c− = 0 and c ≥ 0.

23. Consider the vorticity equation in two dimensions. Let v = curlu ∈
C((0,∞);W 1,p(R2)), 1 ≤ p ≤ ∞, be the solution of

vt −∆v + u · ∇v = 0, x ∈ R2 × R+

v(x, 0) = v0, x ∈ R2,

for a divergence free velocity field u and an initial datum v0 ∈ L1(R2).
Prove 1) that the mass

∫
R2 v0 dx does not change with time and 2) that

∥v(t)∥Lp(R2) ≤ Ct−1+ 1
p for t > 0.

Proof taken from [4, 5]. Notice that u · ∇v = div(uv) = 0. Integrating
the equation, using the divergence theorem, and the fact that v vanishes
at infinity we get

d

dt

∫
R2

v0 dx = 0.
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The velocity vector is given by

u(x, t) = K ∗ v(x, t) = 1

2π

∫
R2

(−y2, y1)
|y|2

v(x− y, t)dy

where the kernel K ∈ L2,∞ and ∥K ∗ v∥Lr ≤ ∥K ∥L2,∞∥v∥Lp for r > 2,
1 < p < 2, 1/r = 1/p− 1/2.

Writing down the integral expression for the solution

v(t) = G(t) ∗ v0 +
∫ t

0

∇G(t− s) ∗ [v(s)K ∗ v(s)]ds,

where G(t) stands for the heat kernel, and taking norms we find

∥v(t)∥Lp = ∥G(t) ∗ v0∥Lp +

∫ t

0

∥∇G(t− s) ∗ [v(s)K ∗ v(s)]∥Lpds.

The integral terms decays faster than the rest, therefore

∥v(t)∥Lp ∼ ∥G(t) ∗ v0∥Lp ≤ Ct−1+ 1
p .

Recall that G(t) ∗ v0 is a solution of the heat equation with datum v0 and
it belongs to Lp for all 1 ≤ p ≤ ∞ for any t > 0 if v0 ∈ L1. Moreover,

∥G(t) ∗ v0∥Lp ≤ ∥G(t)∥Lp∥v0∥L1 and ∥G(t)∥Lp = Ct−1+ 1
p .

24. Let u be a solution of the incompressible Navier-Stokes equations in two
dimensions with initial datum u0 ∈ L1 ∩ L2(R2) such that div(u0) = 0.
Then u(t) ∈ Lp(R2) for 1 ≤ p ≤ 2 and t > 0.

Proof taken from [6, 10]. The theory of classical solutions with L2 data,
that is, u0 ∈ L2(R2) guarantees that u(t) ∈ L∞([0,∞);L2(R2)) and is
bounded by ∥u0∥L2 . By taking the divergence of Navier-Stokes equations

ut −∆u+ u · ∇u = ∇p, div(u) = 0,

we get an equation for the pressure

−∆p = div(u · ∇u).

The pressure is then the convolution p = E2 ∗ div(u · ∇u), where E2 is
the fundamental solution of −∆ in R2, up to a function of time. Then u
satisfies the integral equation

u(t) = G(t) ∗ u0 +

∫ t

0

∂iG(t− s) ∗ uiu(s)ds

+

∫ t

0

∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds,

where ∂i denotes partial derivative with respect to xi, ui are components
of u and summation with respect to repeated indices is intended. Since
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u ∈ L1, G(t) ∗ u0 ∈ Lq for all q > 1 and t > 0. On the other hand,
u(s) ∈ L2 implies that uiuj(s) ∈ L1. Moreover,

∥
∫ t

0

∂iG(t− s) ∗ uiuj(s)ds∥Lq ≤ C

∫ t

0

(t− s)−1+ 1
q−

1
2 ∥ u∥2L2ds ≤ Ct

1
q−

1
2

for 1 ≤ q < 2. Thus, the first integral belongs to Lq for 1 ≤ q < 2. Let
us consider now the second integral. Since ∂iG(t) belongs to the Hardy
space H1(R2) and ∂j∇E2 is a Calderon-Zygmund kernel, we conclude that
∂iG(t− s) ∗ ∂j∇E2 ∈ L1 and

∥∂iG(t− s) ∗ ∂j∇E2∥L1 ≤ C∥∂iG(t− s)H1 < C(t− s)
−1
2 .

Thus,

∥
∫ t

0

∂iG(t−s)∗∂j∇E2∗uiuj(s)ds∥L1 ≤
∫ t

0

C(t−s)
−1
2 ∥u(s)∥2L2ds ≤ Ct

1
2 .

In an analogous way, since ∂j∇E2 is a Calderon-Zygmund kernel, we con-
clude that ∂iG(t− s) ∗ ∂j∇E2 ∈ Lq, 1 < q <∞ and

∥∂iG(t− s) ∗ ∂j∇E2∥Lq ≤ C∥∂iG(t− s)∥Lq < C(t− s)−1+ 1
q−

1
2 .

Thus,

∥
∫ t

0

∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds∥Lq ≤
∫ t

0

C(t− s)−1+ 1
q−

1
2 ∥u(s)∥2L2ds

≤ Ct
1
q−

1
2

for 1 < q ≤ 2.

25. A line vortex lying along a curve Γ in an incompressible inviscid and
irrotational fluid is a solution of the following equations

div(u) = 0, curl(u) = ω0δΓ(x),

where u is the fluid velocity, ω0 = 2πγ is the circulation around the vortex
and γ is the vortex strength. δΓ is a Dirac function supported at the curve
Γ. Express this solution in terms of a vector stream function.

Taken from [11]. We define a vector stream function U in R3 as the
solution of div(U) = 0, curl(U) = u. Then −∆U = ω0δΓ(x). Using the
Green function for the Laplacian in R3 we get U = ω0

4π

∫
Γ

1
|x−x′|dx

′.

26. Construct solutions of the scalar conservation law wt +(c(x)w)x = x with
w(0) = w0.

Taken from [13, 17]. We set v = cw. Then, vt + cvx = 0. Thus, v is
constant along the characteristic curves x(t) solution of x′(t) = c(x(t)),
x(0) = x0, because

d

dt
v(x(t), t) = vx(x(t), t)x

′(t) + vt(x(t), t) = 0.
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Given (x, t) we may be able to calculate x0(x, t) such that the character-
istic curve with initial value x0(x, t) satisfies x(t) = x. Then v(x, t) =

v(x(t), t) = v0(x0(x, t)) and w(x, t) = v0(x0(x,t))
c(x0(x,t))

. The feasibility of this

procedure will depend on the function c.

27. Solve the problem

∂r

∂s
+

∂

∂k
(k1/3r) = 0,∫ ∞

0

kr(s, k)dk = t,

limk→0k
1/3r(s, k) = 2c.

Taken from [34]. Integrating the equation over k > 0 we find

d

ds

∫ ∞

0

r(s, k)dk = limk→0k
1/3r(s, k) = 2c(s).

Arguing as in the previous exercise, the method of characteristics yields

k1/3r(s, k) = 2c(s− a(k))H(s− a(k)),

a(k) =
3

2
k2/3,

in which H(x) is the Heaviside function (1 for positive x, 0 otherwise).

28. Obtain an equation for the upper moving boundary x3 = h(x1, x2, t) of a
three dimensional region with lower boundary x3 = 0 in such a way that
the field v satisfies divv = 0 in it.

Taken from [76]. We integrate divv = 0 in the vertical direction to get∫ h

0

∂(v · x̂1)

∂x1
dx3 +

∫ h

0

∂(v · x̂2)

∂x2
dx3 +

∫ h

0

∂(v · x̂3)

∂x3
dx3 = 0,

x̂1, x̂2 and x̂3 being the unit vectors in the coordinate directions. By
Leibniz’s rule:∫ h

0

∂(v · x̂i)

∂xi
dx3 =

∂

∂xi

[∫ h

0

(v · x̂i) dx3

]
− v · x̂i

∣∣
h

∂h

∂xi
, i = 1, 2.

Therefore

∂
∂x1

[∫ h

0
(v · x̂1) dx3

]
+ ∂

∂x2

[∫ h

0
(v · x̂2) dx3

]
−v · x̂1

∣∣
h

∂h
∂x1

− v · x̂2

∣∣
h

∂h
∂x2

+ v · x̂3

∣∣
h
= v · x̂3

∣∣
0
.
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Notice that v·x̂i =
dxi

dt , i = 1, 2, 3. Differentiating x3(t) = h(x1(t), x2(t), t)
with respect to time we find

v · x̂3

∣∣∣∣
h

=
dx3
dt

=
d

dt
h(x1(t), x2(t), t) =

∂h

∂t
+

∂h

∂x1

dx1
dt

+
∂h

∂x2

dx2
dt

=
∂h

∂t
+ v · x̂1

∣∣∣∣
h

∂h

∂x1
+ v · x̂2

∣∣∣∣
h

∂h

∂x2
.

Inserting this identity we obtain the equation

∂h

∂t
+

∂

∂x1

[∫ h

0

(v · x̂1) dx3

]
+

∂

∂x2

[∫ h

0

(v · x̂2) dx3

]
= v · x̂3

∣∣∣∣
0

.

29. Find self-similar solutions h(r, t) for

ht −K(1 +
3

2
)Re3t

1

r
(rhrh

3)r = 0, K =
gµf

3ξ2∞µs(1− ϕ∞)2R0
h30.

Taken from [78]. We have solutions of the form

h = R−2etf(r) = R−2et(1− 3

2
r2)

1
3 , R =

(
7

3
K(1 +

3

2
)(e3t − 1) + 1

) 1
7

.

30. The plane 2×2 strain ε and stress σ tensors for a circular plate are given
by

σxx =
E

1− σ2
(εxx + σεyy), σyy =

E

1− σ2
(εyy + σεxx), σxy =

E

1 + σ
εxy,

εαβ =
1

2

(
∂uα
∂xβ

+
∂uβ
∂xα

+
∂ξ

∂xα

∂ξ

∂xβ

)
, α = x, y,

where u = (ux, uy) are the in-plane displacements in the directions x and
y, while ξ is the out-of-plane displacement in the direction z. The Föppl-
Von Karman equations for the equilibrium of a plate of thickness h yield

D∆2ξ − h
∂

∂xβ

(
σαβ

∂ξ

∂xα

)
= 0,

∂σαβ
∂xβ

= 0, D =
Eh3

12(1− σ2)
.

Characterize radial solutions with radial and angular displacements of the
form ur = ar + b

r , uθ = 0, where r, θ are the standard polar coordinates.
The boundary conditions are ur = −β at r = 1/2 and σrr = 0 at r = 1.
The equations are set in the corona 1/2 < r < 1.

Taken from [65]. We find

σrr = −α
(
1− 1

r2

)
, σθθ = −α

(
1 +

1

r2

)
.
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The equilibrium equations become

∆2ξ + α∆ξ +
α

r

(
−∂

2ξ

∂r2
+

3

r

∂ξ

∂r
+

1

r2
∂2

∂θ2

)
= 0,

∆2ξ =
∂2ξ

∂r2
+

1

r2
∂2ξ

∂θ2
+

1

r

∂ξ

∂r
,

with boundary conditions ξ = 0, ∂ξ
∂r = 0 at the fixed edge r = 1/2 and

−∂r∆ξ
∂r

+ (1− σ)
1

r3

(
∂2ξ

∂θ2
− r

∂3ξ

∂r∂θ2

)
= 0,

∆ξ + (σ − 1)
1

r2

(
∂2ξ

∂θ2
+ r

∂ξ

∂r

)
= 0,

at the free end r = 1. We have solutions of the form ξ(r, θ) = ζ(r) cos(mθ)
with integer m. To find them we realize that all possible ζ are combina-
tions of two basis solutions ζ of a linear differential equation satisfying that
(ζ(1/2), ζ ′(1/2), ζ ′′(1/2), ζ ′′′(1/2)) is equal to (0, 0, 1, 0) and (0, 0, 0, 1). To
select ζ fulfilling the conditions at r = 1 we need to choose α(m, 1/2)
numerically, and then choose m. These patterns provide an example of
corona instability in flat plates. For helical instabilities in filaments see
[68].

31. Calculate a solution u = (u1, u2) of ∆u = (−b2, b1)δ(x)δ(y) for arbitrary
b1, b2 ∈ R, δ being the standard Dirac mass supported at zero.

Taken from [67]. The function

u = (b1, b2)
1

2π
arctan(

y

x
) + (−b2, b1)

1

2π
ln((x2 + y2)1/2).

This function also satisfies div(u) = 0 and
∫
C
[∂ui

dx dx+
∂ui

dy dy = bi, i = 1, 2,

for contours C encircling (0, 0). These singular solutions represent defects
in elastic materials.

3 Integrodifferential Equations

1. We know that the problem

gt −∆vg + v · ∇xg +E(x, t) · ∇vg = 0, x ∈ R3,v ∈ R3, t ∈ R+,

g(x,v, 0) = g0(x,v), x ∈ R3,v ∈ R3,

with g0 ∈ L1(R3 × R3) and bounded and Lipschitz E admits fundamental
solutions ΓE. The solution of the initial value problem can be expressed as

g(x,v, t) =

∫
ΓE(x,v, t;x

′,v′, 0)dx′dv′
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and ΓE satisfies the estimates

|ΓE(x,v, t;x
′,v′, t′)| ≤ C(∥E∥L∞

x,t
, T )G(x/2,v/2, t;x′/2,v′/2, t′),

|∂viΓE(x,v, t;x
′,v′, t′)| ≤ C(∥E∥L∞

x,t
, T )

G(x/2,v/2, t;x′/2,v′/2, t′)

(t− t′)1/2
,

where G is the fundamental solution for the problem with E = 0. Extend
these results to problems for which E is just bounded.

Taken from [12]. We regularize E by convolution and consider Eδ =
E ∗ ηδ where ηδ is a mollifying family of functions. Then Eδ are bounded
and Lipschitz, so for each of them we can construct solutions gδ of the
initial value problem and have estimates on the fundamental solutions Γδ.
Moreover, ∥Eδ∥L∞

x,t
≤ ∥E∥L∞

x,t
and Eδ → E as δ → 0.

Since Γδ is bounded (locally in t) in any Lp
xvt space, a subsequence con-

verges weakly (locally in t) in any Lp
xvt (weakly * if p = ∞) to a function

ΓE and we can pass to the limit in the right-hand side of the integral
expressions for the solutions gδ in terms of Γδ.

Moreover, the integral expressions imply that gδ are uniformly bounded in
any space Lp

xvt with respect to δ and locally in t. Therefore, gδ converges
weakly (locally in t) in any Lp

xvt space to a function g and their derivatives
also converge in the sense of distributions.

In the distribution sense, the derivatives of Γδ with respect to v converge
weakly to the derivatives of ΓE. We can also pass to the limit in the
inequalities satisfied by Γδ and establish similar inequalities for ΓE because
∥Eδ∥L∞

x,t
≤ ∥E∥L∞

x,t
.

Now, multiplying the differential equation satisfied by gδ by gδ we get a
uniform L2

xvt bound on ∇vgδ. If we multiply the equation by |v|2 we get
a uniform L1

xvt bound on |v|2gδ.
Multiplying the differential equations satisfied by gδ by test functions,
we can pass to the limit in all the terms of the weak formulation of the
equation except in Eδ∇vgδ with the convergences already established. The
passage to the limit in this term is technical, see details in [12]. Finally,
g is a solution for the initial value problem with bounded E and ΓE an
associated fundamental solution.

2. Calculate the equilibrium solution of the Liouville-master equation

∂tP(x, p,σ, t) +
p

m
∂xP(x, p,σ, t) +

(
−mω2

0x+ µ

n∑
i=1

σiσi+1

)
∂pP(x, p,σ, t)

=

N∑
i=1

[Wi(Riσ|x, p)P(x, p,Riσ, t)−Wi(σ|x, p)P(x, p,σ, t)] .
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Taken from [49]. The equilibrium solution of this equation is the canonical
distribution

Peq(x, p,σ) =
1

Z
e−βH(x,p,σ) ,

where Z is the partition function

Z =

∫ +∞

−∞
dx

∫ +∞

−∞
dp
∑
σ

e−βH(x,p,σ) ,

and β = (kBT )
−1. For a study of nonequilibrium behavior see [50].

3. Consider the Fokker-Planck equation for p(η, t)

∂

∂t
p =

N∑
j=1

1

γj

∂

∂ηj

(
∂G

∂ηj
p

)
+ T

N∑
j=1

1

γj

∂2

∂η2j

with η ∈ RN and t ≥ 0, and G(η) = A(η) − FL. Prove that if F and L
are constants, there are explicit stationary solutions.

Taken from [66]. Check that distributions of the form p(η) ∼ e−G(η)/T

solve the equation.

4. The hazard rate h(t), aging acceleration q(t) and survival probability p(t)
of an organism according to the DEB (dynamic energy budget) theory are
governed by the system

h′ = q − ah, q′ = bq + c, p′ = −ph.

Find an explicit solution given initial data at t = 0.

Taken from [73]. Integrating in cascade we find

q(t) = q(0)ebt +

∫ t

0

eb(t−s)c(s)ds,

h(t) = h(0)e−at +

∫ t

0

e−a(t−s)q(s)ds,

p(t) = p(0)e−
∫ t
0
h(s)ds.

5. Given a bounded field F(t,x) and σ > 0, k > 0 the initial value problem

∂

∂t
p(t,x,v)+v·∇xp(t,x,v)+∇v ·[(F(t,x)−kv)p(t,x,v)]−σ∆vp(t,x,v)

= f(t,x,v),

p(0,x,v) = p0(x,v),

admits a positive fundamental solution ΓF(t,x,v; τ, ξ,ν) satisfying∫
IRN

∫
IRN

ΓF(t,x,v; τ, ξ,ν)dξdν = eNk(t−τ),∫
IRN

∫
IRN

ΓF(t,x,v; τ, ξ,ν)dxdv = 1.
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Prove that for t ∈ [0, T ]

∥p(t)∥1 ≤ ∥p0∥1 +
∫ t

0

∥f(τ)∥1dτ,

∥p(t)∥∞ ≤ eNkt∥p0∥∞ +

∫ t

0

eNk(t−τ)∥f(τ)∥∞dτ.

Taken from [71]. The solution of the initial value problem is

p(t,x,v) =

∫
IRN

∫
IRN

ΓF(t,x,v; 0, ξ,ν)p0(ξ,ν)dξdν +∫ t

0

∫
IRN

∫
IRN

ΓF(t,x,v; τ, ξ,ν)f(τ, ξ,ν)dξdνdτ.

The estimates on p follow from the estimates on ΓF.

4 Numerical methods

1. Given a profile ce > 0, functions ρ(x) > 0, n(x) > 0, u(x) and constants
a,R > 0, we consider the following free boundary problem. We must find
x∗ such that

c′′(x) + au(x)c′(x) = Rρ(x)n(x)1/3(c(x)− ce(x)), 0 < x < x∗,

c′′(x) + au(x)c′(x) = 0, x > x∗,

c(x∗) = ce(x∗) = c∗, c
′(x−∗ ) = c′(x+∗ ), c(∞) = 1, c(0) = ce(0).

Taken from [42]. We write c(x) = 1 + c∗−1
ϕ(x∗)

ϕ(x) where

ϕ′′(x) + au(x)ϕ′(x) = 0, x ≥ 0,

ϕ(0) = 1, ϕ(∞) = 0,

that is,

ϕ(x) =

∫ ∞

x

e−a
∫ y
0

u(x′)dx′
dy

(∫ ∞

0

e−a
∫ y
0

u(x′)dx′
dy

)−1

.

To calculate x∗, we start from a trial value x∗. Next, we define c(x) for
x > x∗ as explained above for a trial value of x∗. Then, we solve c′′(x) +
au(x)c′(x) = Rρ(x)n(x)1/3(c(x)− ce(x)), 0 < x < x∗ with c(x∗) = c∗ and

c′(x∗) = (c∗ − 1)ϕ
′(x∗)
ϕ(x∗)

. Finally, we compare c(0) with ce(0). Depending

on whether it is larger or smaller we increase or decrease x∗ until the
difference is small enough.
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2. Consider the scheme

Cℓ+1
n1,n2

=

[
1−4

δt

δx2
κ

]
Cℓ

n1,n2
+

δt

δx2
κ [Cℓ

n1+1,n2
+Cℓ

n1−1,n2
+Cℓ

n1,n2+1+C
ℓ
n1,n2−1]

with
[
1−4 δt

δx2κ
]
≥ 0, in a finite lattice of steps δx and δt. If the initial and

boundary data are positive, so is Cℓ
n1,n2

everywhere. Moreover, |Cℓ
n1,n2

| is
bounded from above by the maximum absolute value of the initial data if
the boundary data is zero.

Taken from [75]. First, we procede by induction. If C0
n1,n2−1 ≥ 0 every-

where, and the data at the n1, n2 lattices borders too, then the recurrence
implies that C1

n1,n2−1 ≥ 0 everywhere. In the same way, if Cℓ
n1,n2−1 ≥ 0

everywhere, and the data at the n1, n2 lattices borders too, Cℓ+1
n1,n2−1 ≥ 0

everywhere.

Now, set V ℓ = maxn1,n2
|Cℓ

n1,n2−1|. The recurrence implies that

V ℓ+1 ≤
[
1−4

δt

δx2
κ

]
V ℓ+4

δt

δx2
κV ℓ = V ℓ ≤ V 0].

3. Consider the hyperbolic problem

∂2E

∂x∂t
+A

∂E

∂t
+B

∂E

∂x
+ C

∂J

∂t
+D = 0, x ∈ (0, L), t > 0,

E(x, 0) = 0, x ∈ (0, L),

E(0, t) = ρJ(t), t ≥ 0,∫ L

0

E(x, t)dx = ϕ, t ≥ 0,

where ρ, ϕ, L are positive and A,B,C,D are bounded functions, A and
B positive, while C is negative. What would be an adequate numerical
scheme to solve this problem?

Hyperbolic problems are typically discretized in explicit ways. However,
in this case i) we have an integral constraint which couples all the values
at each time level, ii) the hyperbolic operator is given in non characteristic
form. We use forward finite differences of first order for first order time
derivatives of E and J . We use a second order backward approximation
scheme for the space derivative of E because the use of central differences
leads to instabilities. The second order derivarive Ext is approximated
combining the space and time derivative approximation just described.
At the left end we use for the first order spatial derivative of E a first
order backward difference formula. The integral constraint is discretized
by means of a composite trapezoidal rule. For a proof of the convergence
and stability properties of the scheme see [16].
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4. Consider the Navier equations for crystals with cubic symmetry in two
dimensional situations, defined by three positive constants c11, c22, c44:

Mu′′1 = C11
∂2u1
∂x21

+ C12
∂2u2
∂x1∂x2

+ C44
∂2u1
∂x22

+ C44
∂2u2
∂x1∂x2

,

Mu′′2 = C11
∂2u2
∂x22

+ C12
∂2u1
∂x1∂x2

+ C44
∂2u2
∂x21

+ C44
∂2u1
∂x1∂x2

,

where M > 0. Propose a stable finite difference discretization.

Taken from [31]. Let us construct a rectangular mesh. We denote by D+
i

andD−
i the first order progressive and regressive finite difference equations

in the direction i, that is,

D+
1 uj(ℓ,m) =

uj(ℓ+ δx1,m)− uj(ℓ,m)

δx1
,

D−
1 uj(ℓ,m) =

uj(ℓ,m)− uj(ℓ− δx1,m)

δx1
,

for i = 1 and analogous expressions for i = 2. In view of the presence of
cross terms, we choose

Mu′′1 = C11
D−

1 D
+
1 u1

δx21
+ C12

D−
1 D

+
2 u2

δx1δx2
+ C44

D−
2 D

+
2 u1

δx22
+ C44

D−
2 D

+
1 u2

δx1δx2
,

Mu′′2 = C11
D−

2 D
+
2 u2

δx22
+ C12

D−
2 D

+
1 u1

δx1δx2
+ C44

D−
1 D

+
1 u2

δx21
+ C44

D−
1 D

+
2 u1

δx1δx2
.

See [35] for extensions to three dimensional crystals and lattices with two
bases.

5. Consider a planar hexagonal graphene lattice and ignore possible vertical
deflections. In the continuum limit, in-plane deformations are described
by the Navier equations of linear elasticity for the two-dimensional (2D)
displacement vector (u, v),

ρ2
∂2u

∂t2
= (λ+ 2µ)

∂2u

∂x2
+ µ

∂2u

∂y2
+ (λ+ µ)

∂2v

∂x∂y
,

ρ2
∂2v

∂t2
= µ

∂2v

∂x2
+ (λ+ 2µ)

∂2v

∂y2
+ (λ+ µ)

∂2u

∂x∂y
,

where ρ2 is the 2D mass density and λ and µ are the 2D Lamé coeffi-
cients (λ = C12, µ = C66, λ + 2µ = C11). Propose a finite difference
discretization in a hexagonal lattice of constant a.

Taken from [40]. Consider a point A in the hexagonal lattice with coordi-
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nates (x, y). Its 9 (3+6) closest neighbours have coordinates

n1 =

(
x− a

2
, y − a

2
√
3

)
, n2 =

(
x+

a

2
, y − a

2
√
3

)
, n3 =

(
x, y +

a√
3

)
,

n4 =

(
x− a

2
, y − a

√
3

2

)
, n5 =

(
x+

a

2
, y − a

√
3

2

)
, n6 = (x− a, y),

n7 = (x+ a, y), n8 =

(
x− a

2
, y +

a
√
3

2

)
, n9 =

(
x+

a

2
, y +

a
√
3

2

)
.

Let us define the following operators acting on functions of the coordinates
(x, y) of node A:

Tu = [u(n1)− u(A)] + [u(n2)− u(A)] + [u(n3)− u(A)],

Hu = [u(n6)− u(A)] + [u(n7)− u(A)],

D1u = [u(n4)− u(A)] + [u(n9)− u(A)],

D2u = [u(n5)− u(A)] + [u(n8)− u(A)],

Taylor expansions of these finite difference combinations about (x, y) yield

Tu ∼
(
∂2xu+ ∂2yu

) a2
4
,

Hu ∼ (∂2xu) a
2,

D1u ∼

(
1

4
∂2xu+

√
3

2
∂x∂yu+

3

4
∂2yu

)
a2,

D2u ∼

(
1

4
∂2xu−

√
3

2
∂x∂yu+

3

4
∂2yu

)
a2,

as a→ 0. Now we replace in the motion equations Hu/a2, (4T −H)u/a2

and (D1−D2)u/(
√
3a2) instead of ∂2xu, ∂

2
yu and ∂x∂yu, respectively, with

similar substitutions for the derivatives of v, thereby obtaining the follow-
ing equations at each point of the lattice:

ρ2a
2 ∂

2u

∂t2
= 4µTu+ (λ+ µ)Hu+

λ+ µ√
3

(D1 −D2)v,

ρ2a
2 ∂

2v

∂t2
= 4(λ+ 2µ)Tv − (λ+ µ)Hv +

λ+ µ√
3

(D1 −D2)u.

6. Consider a planar hexagonal lattice of lattice constant a. The isotropic
Navier equations have singular solutions such as

u =
a

2π

[
tan−1

(y
x

)
+

xy

2(1− ν)(x2 + y2)

]
,

v =
a

2π

[
− 1− 2ν

4(1− ν)
ln

(
x2 + y2

b2

)
+

y2

2(1− ν)(x2 + y2)

]
,
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where ν = λ/[2(λ + µ)] for any a. We choose (x0, y0) different from a
lattice point and solve a damped version of the discrete Navier equations
formulated in the previous exercise. How would you expect the system to
evolve starting from (u(x− x0, y − y0), v(x− x0, y − y0))?

Taken from [38]. The damped equations take the form

ρ2a
2 ∂

2u

∂t2
+ γ

∂u

∂t
= 4µTu+ (λ+ µ)Hu+

λ+ µ√
3

(D1 −D2)v,

ρ2a
2 ∂

2v

∂t2
+ γ

∂v

∂t
= 4(λ+ 2µ)Tv − (λ+ µ)Hv +

λ+ µ√
3

(D1 −D2)u,

with γ > 0. We expect the system to relax to a stationary configuration
behaving like (u(x−x0, y− y0), v(x−x0, y− y0)) at a distance of (x0, y0).
Such solutions represent lattice defects with the chosen elastic far fields.
A wide variety of defects is studied in [52, 55].

7. Consider the following asymptotic approximation of a kinetic model

∂ρ

∂t
+ divx(Fρ)−

1

2β
∆xρ = µρ− Γρ

∫ t

0

ρ(x, s) ds,

µ =
α

π

[
1 +

α

2πβ(1 + σ2
v)

ln

(
1 +

1

σ2
v

)]
,

∂

∂t
C(x, t) = κ∆xC(x, t)− χ1 C(x, t) ρ(x, t),

χ1 =
χ

π

∫ ∞

0

∫ π

−π

√
1 + V 2 + 2V cosφ

1 + e(V 2−η)/ϵ
e−V 2

V dV dφ,

the marginal density being related by p(x,v, t) ∼ 1
π e

−|v−v0|2ρ(x, t) to the
true density. How can you generate a high order positivity preserving
discretization?

Taken from [83]. Low order positivity preserving schemes use explicit
forward time discretization, upwind treatment of transport terms, and
centered schemes for Laplacians. Integral terms can be discretized using
composite Simpson rules [75]. To obtain a higher order scheme, we re-
sort to positivity preserving WENO5 schemes for spatial operators. To
maintain positivity and stability, we work with strong stability preserving
(SSP) time discretizations. Usual choices for third order accuracy are a
third order SSP multistep method [?]

u(tn+1) =
16
27 (u(tn) + 3δt r(u(tn))) +

11
27

(
u(tn−3) +

12
11δt r(u(tn−3))

)
,

and a third order Runge Kutta method

u(1) = u(tn) + δt r(u(tn)),
u(2) = 3

2u(tn) +
1
4u

(1) + 1
4δt r(u

(1)),
u(tn+1) =

1
3u(tn) +

2
3u

(2) + 2
3δt r(u

(2)).
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8. Consider a flexible 2D cell with boundary Γ immersed in a fluid. The
dynamics of the fluid about it are described by Navier-Stokes equations
with a source:

∂u

∂t
+ u · ∇u = ν∆u− 1

ρ
∇p+ 1

ρ
f , div(u) = 0, (6)

where u(x, t) and p(x, t) are the fluid velocity and pressure, while ρ, ν = µ
ρ

stands for the fluid density, kinematic viscosity, respectively. The source
f represents the force density, that is, force per unit volume. The force
f(x, t) created by the immersed boundary (IB) on the fluid is given by

f(x, t) =

∫
Γ

F(θ, t)δ(x−X(θ, t)) dθ,

where X(θ, t) is the parametrization of the immersed boundary Γ, and
F(θ, t) the force density on it Fe =

∂
∂θ

(
K ∂X

∂θ

)
. The evolution equation for

the membrane

∂X

∂t
=

∫
Ω

u(x, t)δ(x−X(θ, t)) dx+ λ(Fg · n)n,

is obtained from the no-slip condition corrected to allow for growth, were
Fg represents growth forces. Fluid-structure interaction is mediated by
delta functions δ. Introduce a simple discretization for this problem in
two dimensions.

Discussed in [84] using immersed boundary techniques. We define in the
computational region a square mesh xi,j = (xi, yj), i, j = 0, ...,N , with
step dx = dy = h and nodes xi = x0 + idx, yj = y0 + jdy, where x0 =
y0 = 0, xN = yN = L. The immersed boundaries are parametrized by the
angle θ ∈ [0, 2π]. We use a mesh θk = kdθ, k = 0, ...,K, on them. We use
the standard specific discretization of the Inmersed Boundary model by
Fourier transforms. To prevent the distances between mesh points which
form the immersed boundary becoming too large as it grows, we increase
the number of points at a certain rate, adding single points at the sites
where the distance between two neighboring mesh points is larger. This
leads to work with a non uniform angle mesh and with angle dependent
elastic moduli, which change as points are added. Given a mesh θk for a
boundary Xj , with steps dθk = θk − θk−1, k = 1, ...,K, we include a new
point between sites i− 1 and i as follows:

• Set dθi = dθi/2, dθi+1 = dθi/2, and dθi+m = dθi+m−1, 1 < m <
K − i+ 1.

• Set θi = θi−1 + dθi, θi+1 = θi + dθi+1, and θi+m = θi+m−1, 1 < m <
K − i+ 1.

• Set Xj(θi) =
Xj(θi−1)+Xj(θi)

2 , and Xj(θi+m) = Xj(θi+m−1), 0 < m <
K − i+ 1.
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• SetKj(θi) = 2Kj(θi),Kj(θi+1) = 2Kj(θi), andKj(θi+m) = Kj(θi+m−1),
1 < m < K−i+1, to prevent the reduction in the angle from changing
the continuum limits.

• Set K = K + 1.

9. Write the Helmholtz equation set in the whole space

∆u+ k2u = 0, x ∈ RN ,

limr=|x|→∞|x|
N−1

2 (
∂

∂r
(u− uinc)− ık(u− uinc)) = 0,

in an equivalent variational form set in a bounded domain by means of the
Dirichlet-to-Neumann operator.

Taken from [37]. Let BR be a sphere of radius R and ΓR its boundary. The
Dirichlet–to–Neumann (also called Steklov–Poincaré) operator associates
to any Dirichlet data on ΓR the normal derivative of the solution of the
exterior Dirichlet problem:

L : H1/2(ΓR) −→ H−1/2(ΓR)
f 7−→ ∂w

∂n

where w ∈ H1
loc(RN \BR), BR := B(0, R), is the unique solution of
∆w + k2w = 0, in RN \BR,

w = f, on ΓR,

lim
r→∞

rN−1/2(
∂w

∂r
− ıkw) = 0.

H1/2(ΓR) and H−1/2(ΓR) are standard trace spaces. One can study an
equivalent boundary value problem in BR with a non–reflecting boundary
condition on its boundary ΓR:{

∆u+ k2u = 0, in BR,

∂
∂n (u− uinc) = L(u− uinc), on ΓR.

The solution u also solves the variational equation{
u ∈ H1(BR),

b(u, v) = ℓ(v), ∀v ∈ H1(BR),

where

b(u, v) =

∫
BR

(∇u∇v − k2uv)dx−
∫
ΓR

Luv dl, ∀u, v ∈ H1(BR),

ℓ(v) =

∫
ΓR

(
∂uinc
∂n

− Luinc) v dl, ∀v ∈ H1(BR).
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10. Write the transmission Hemholtz problem∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∇ · (αe∇u) + λ2eu = 0, in R2 \ Ωi,

∇ · (αi∇u) + λi(k)
2u = 0, in Ωi,

u− − u+ = 0, on ∂Ωi,

αi
∂u−

∂n − αe
∂u+

∂n = 0, on ∂Ωi,

lim
r→∞

r1/2
(
∂

∂r
(u− uinc)− ıλe(u− uinc)

)
= 0, r = |x|,

in variational form and calculate the derivative of J(k) =
∫
Γ
|u(k)− d|2dl

with respect to k.

Taken from [39]. Arguing as in the previous exercise we have∣∣∣∣∣ u ∈ H1(BR),

S(Ωi;u, v) = ℓ(v), ∀v ∈ H1(BR),

where

S(Ωi;u, v) :=

∫
BR\Ωi

(αe∇u∇v − λ2euv)dx+

∫
Ωi

(αi∇u∇v − λ2iuv)dx

−
∫
ΓR

αeLuv dl, ∀u, v ∈ H1(BR),

ℓ(v) :=

∫
ΓR

αe(
∂uinc
∂n

− Luinc) v dl, ∀v ∈ H1(BR).

where L denotes the Dirichlet-to-Neumann operator defined by∣∣∣∣∣∣∣∣∣
∇ · (αe∇w) + λ2w = 0, in R2 \BR,

w = f, on ΓR,

lim
r→∞

r1/2(
∂w

∂r
− ıλew) = 0.

Differentiating J with respect to k we see that

dJ

dk
= 2

∫
Γ

(u(k)− d)uk(k)dl,

where the derivative uk(k) =
du(k)
dk ∈ H1(BR) is a solution of∫

BR\Ωi

(αe∇uk(k)∇v − λ2euk(k)v)dx+

∫
Ωi

(αi∇uk(k)∇v − λi(k)
2uk(k)v)dx

−
∫
ΓR

αeLuk(k) v dl = 2

∫
Ωi

λi(k)λ
′
i(k)u(k)vdx,

for all v ∈ H1(BR) and u(k) the solution of the Helmholtz problem for
λi(k).
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11. Consider the cost J(a, k) =
∑M

m=1

∫
Γ
|um − dm|2, where um solves

div(ae∇u) + k2eu = 0, in RN \ Ωi, div(a∇u) + k2u = 0, in Ωi,

u− = u+, a∂u−

∂n = ae
∂u+

∂n , on ∂Ωi,

r(N−1)/2
(

∂(u−um
inc)

∂r − ıke(u− uminc)
)
→ 0, as r := |x| → ∞.

Given aj, kj, find descent directions for

J(δ) := J(aj + δϕ, kj + δψ),

where δ > 0, in order to implement an optimization procedure.

Taken from [46]. We seek δ, ϕ and ψ such that dJ(δ)
dδ < 0. Differentiating

we find

dJ

dδ

∣∣∣∣
δ=0

= −
M∑

m=1

Re

[∫
Ωj

[ϕ∇um∇wm − 2ψkj umwm] dz

]
,

where um solves the forward problem with a = aj , and k = kj . The adjoint
fields wm solve

div(ae∇wm) + k2ewm = (dm − um)δΓmeas , in RN \ Ωi,

div(aj∇wm) + k2jwm = 0, in Ωi,

w−
m = w+

m, ai
∂w−

m

∂n = ae
∂w+

m

∂n , on ∂Ωi,

r(N−1)/2
(
∂wm

∂r + ıκewm

)
→ 0, as r → ∞.

Setting

ϕ(x)=

M∑
m=1

Re (∇um(x)∇wm(x)) , ψ(x)=−
M∑

m=1

Re (um(x)wm(x)) , x ∈ Ωj ,

and
aj+1 = aj + δϕ, kj+1 = kj + δψ,

we guarantee J(aj+1, kj+1) < J(aj , kj) for δ small.

12. An epidemic spreading in a population formed by individuals displaying
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different susceptibility is governed by the compartmental model

dS1

dt
= −βS1(t)

I(t)+qE(t)+ℓJ(t)
N ,

dS2

dt
= −βpS2(t)

I(t)+qE(t)+ℓJ(t)
N ,

dE

dt
= β(S1(t) + pS2(t))

I(t)+qE(t)+ℓJ(t)
N − kE(t),

dI

dt
= kE(t)− (α+ γ1 + δ)I(t),

dJ

dt
= αI(t)− (γ2 + δ)J(t),

dR

dt
= γ1I(t) + γ2J(t),

dD

dt
= δI(t) + δJ(t).

(7)

Here N = S1+S2+E+I+J+R+D is the total population number, which
is a conserved quantity, assuming the system is closed. The transmission
rate β represents how susceptible S = S1 + S2 individuals become virus
spreaders. The risk of infection for S2 is lower than the risk for S1 by a
factor p, representing contention measures enforced. The reduced impact
of diagnosed individuals J on transmission, compared to exposed E and
undiagnosed infected I, is represented through the parameter ℓ. D quanti-
fies the dead and R the recovered. Recovery rates are γ1 for the infective
and γ2 for the diagnosed, while their mortality rates are denoted by δ.
These rates satisfy α > γ1 and γ−1

2 = γ−1
1 −α−1 [81]. We wish to identify

the reduction factor p representing the protective measures enforced on the
population S2 who obeys the rules. Therefore, we will consider the cost
C(p) given by

Minp∈[0,1]

1

2

M∑
i=1

[(
β(S1(ti)+pS2(ti))

I(ti)+qE(ti)+ℓJ(ti)

N
−kE(ti)

)+
]2
+
c

2
p2

 , (8)

where c
2p

2, c > 0 represents the cost of enforcing such measures, subject
to the differential constraint (7). Develop a scheme to solve this problem.

Taken from [82]. We can approximate the solution of this optimization
problem by Newton techniques [?], which requires the knowledge of the
first and second order derivatives of the cost (8).

Let us denote F (i, p) = β(S1(ti)+pS2(ti))
I(ti)+qE(ti)+ℓJ(ti)

N −kE(ti). Then

dC

dp
=

N∑
i=1

F (i, p)+Fp(i, p) + cp. (9)

We can apply gradient methods to optimize or exploit the characterization
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of minima in dimension one:

dC(p)

dp
= 0,

d2C(p)

d2p
> 0. (10)

This equation can be solved by standard methods for nonlinear equations,
such as Newton-Raphson schemes [?]

pn+1 = pn −
(
d2C(pn)

d2p

)−1
dC(pn)

dp
. (11)

These schemes involve the second order derivative

d2C

dp2
=

N∑
i=1

[F+(i, p)Fp,p(i, p) + χF>0Fp(i, p)
2] + c (12)

which fails to exist when F (p) = 0, points at which, if encountered, the
iteration should be modified switching to a gradient scheme. We can
obtain all the required first and second order population derivatives with
respect to p by simply differentiating twice the (7) system with respect to
p and solving the resulting systems of differential equations. Setting

R(p) =
I + qE + ℓJ

N
,Rp(p) =

Ip + qEp + ℓJp
N

,Rpp(p) =
Ipp + qEpp + ℓJpp

N
,

we have

dS1,p

dt
= −βS1(t)Rp(t)− βS1,p(t)R(t),

dS2,p

dt
= −βpS2(t)Rp(t)− βpS2,p(t)R(t)− βS2(t)R(t),

dEp

dt
= β(S1(t)+pS2(t))Rp(t) + β(S1,p(t)+pS2,p(t))R(t)

−kEp(t) + βS2(t)R(t) = Fp,

dIp
dt

= kEp(t)− (α+ γ1 + δ)Ip(t),

dJp
dt

= αIp(t)− (γ2 + δ)Jp(t),

(13)

dS1,pp

dt
= −βS1(t)Rpp(t)− βS1,pp(t)R(t)− 2βS1,p(t)Rp(t),

dS2,pp

dt
= −βpS2(t)Rpp(t)− βpS2,pp(t)R(t)− 2βpS2,p(t)Rp(t)

−βS2,p(t)R(t)− βS2(t)Rp(t),

dEpp

dt
= β(S1(t) + pS2(t))Rpp(t) + β(S1,pp(t) + pS2,pp(t))R(t)− kEpp(t)

+2β(S1,p(t) + pS2,p(t))Rp(t) + βS2,p(t)R(t) + βS2(t)Rp(t) = Fpp,

dIpp
dt

= kEpp(t)− (α+ γ1 + δ)Ipp(t),

dJpp
dt

= αIpp(t)− (γ2 + δ)Jpp(t),

(14)
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with zero initial data.

13. An object is defined by parameters ν minimizing the cost

J(ν) =
1

2σ2
noise

M∑
m=1

K∑
k=1

|uν(rk, 0, tm)−dmk |2 + 1

2
(ν − ν0)

tGamma−1
pr (ν − ν0), (15)

where uν is the solution of a wave problem with object Ω parametrized by
ν

ρutt − div(µ∇u) = g(x, t), x ∈ R, t > 0,

u(x, 0) = 0, ut(x, 0) = 0, x ∈ R,

where

ρ(x) =

{
ρ, x ∈ R \ Ω,
ρi, x ∈ Ω,

µ(x) =

{
µ, x ∈ R \ Ω,
µi, x ∈ Ω,

The parameters ρ, ρi, µ, µi are positive and the source g(x, t) has compact
support in time. Γpr denotes the inverse of a definite positive matrix. The
points (rk, 0), k = 1, . . . ,K, and the times tm, m = 0, . . . ,M , are equally
spaced. Propose a scheme to optimize this functional.

Taken from [85]. Starting from an initial guess ν0 = ν0, we can implement
the Newton type iteration νj+1 = νj + ξj+1 where ξj+1 is the solution of(

H(νj) + ωjdiag(H(νj))
)
ξj+1 = −g(νj), (16)

where H(ν) and g(ν) represent the Hessian and the gradient of the cost.

14. Let BR be a sphere centered at (0, 0, 0) with radius R and ke > 0, ki > 0
two constants. Calculate solutions of

∆u+ k2eu = 0, in R3 \BR,
∆u+ k2i u = 0, in BR,
u− = u+ + U, on ∂BR,
β∂nu

− = ∂nu
+ + ∂nU, on ∂BR,

lim
r→∞

r
(
∂ru− ıkeu

)
= 0,

for given smooth functions U as a series expansion.

Taken from [74]. We have

u(x) =

∞∑
n=0

n∑
m=−n

anmh
(1)
n (ke|x|)Y m

n (x̂), |x| ≥ R,

u(x) =

∞∑
n=0

n∑
m=−n

bnmjn(ki|x|)Y m
n (x̂), |x| ≤ R,
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where x = |x|x̂, jn are the spherical Bessel functions of the first kind,

h
(1)
n are the spherical Hankel functions and Y m

n are the standard spherical
harmonics,

Y m
n (θ, ϕ) =

√
2n+ 1

4π

(n− |m|)!
(n+ |m|)!

P |m|
n (cos(θ))eımϕ,

for associated Legendre polynomials P
|m|
n . More precisely, if U can be

expanded as

U(x) =

∞∑
n=0

n∑
m=−n

unmjn(ke|x|)Y m
n (x̂)

in a ball containing BR, the coefficients are computed as follows.

On the boundary of the sphere |x| = R, the transmission conditions hold.
We impose these relations on the inner and outer series expansions and
equate the coefficients of Y m

n (x̂) since the spherical harmonics form a basis
in L2(∂B1). This yields the relations:

unmjn(keR) + anmh
(1)
n (keR)− bnmjn(kiR) = 0,

unmkej
′
n(keR) + anmkeh

(1)′

n (keR)− βbnmkij
′
n(kiR) = 0.

Solving the system we obtain the value of the coefficients:

anm = unman(R) = unm
kejn(kiR)j

′
n(keR)− βkij

′
n(kiR)jn(keR)

βkij′n(kiR)h
(1)
n (keR)− kejn(kiR)h

(1)′
n (keR)

,

bn,m = unmbn(R) = umn
kej

′
n(keR)h

(1)
n (keR)− kejn(keR)(h

(1)
n )′(keR)

βkij′n(kiR)h
(1)
n (keR)− kejn(kiR)h

(1)′
n (keR)

.

To calculate these coefficients, notice that the spherical Bessel function is
related to the Bessel functions of the first kind by jn(s) =

√
π
2sJn+1/2(s).

The spherical Hankel function is related to the Hankel functions of the

first kind by h
(1)
n (s) =

√
π
2sHn+1/2(s). Their derivatives are evaluated

using the formula f ′n(s) =
n
s fn(s)− fn+1(s), which holds for both jn and

h
(1)
n .

15. Explain how to solve the following equations using the deterministic par-
ticle method:

∂tf +
∆l

2ℏvM
sin(k)∂xf +

τe
η
F∂kf =

1

η

[
fFDa(k;µ(n))−

(
1 +

νimp

2νen

)
f +

νimp

2νen
f(x,−k, t)

]
,

∂2xV = ∂xF = n− 1
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n =
1

2π

∫ π

−π

f(x, k, t) dk =
1

2π

∫ π

−π

fFDa(k;µ(n)) dk

fFDa(k;µ) = α ln [1 + exp (µ− δ + δ cos(k))]

η =
vM
νenx0

δ =
∆

2kBT
.

The boundary conditions are, for x = 0:

f+ = βF − f (0)∫ π

0
sin (k) f (0) dk

∫ 0

−π

sin (k) f− dk

with

β =
2πℏσFM

e∆ND

and for x = L/x0:

f− =
f (0)

(1/(2π))
∫ 0

−π
f (0) dk

(
1− 1

2π

∫ π

0

f+ dk

)
The boundary conditions for the electric potential V are

V (0, t) = 0, V (L, t) = ϕL ∼ ϕ

FM

L

x0
.

The initial condition is

f (0)(k;n) =

∞∑
j=−∞

exp (ıjk)
1− ıjF/τe

1 + j2 (F )
2 f

FD
j (n)

fFD
j (n) =

1

π

∫ π

0

fFD(k;µ(n)) cos(jk) dk

with x ∈ [0, L = L/x0] and f periodic in k with period 2π. The average
energy E is defined as

E =
E

kBT
=

∫ π/l

−π/l
ε(k)f(x, k, t) dk

kBT
∫ π/l

−π/l
f(x, k, t) dk

= δ

∫ π

−π
(1− cos k) f(x, k, t) dk∫ π

−π
f(x, k, t) dk

.

Taken from [43]. We rely on particle description of the distribution func-
tion, which means that f(x, k, t) is written as a sum of delta functions

f(x, k, t) ≈
N∑
i=1

ωifi(t)δ(x− xi(t))⊗ δ(k − ki(t))

where ωi, fi(t), xi(t) and ki(t) are, respectively, the (constant) control
volume, the weight, the position and the wave vector of the ith particle.

40



N is the number of numerical particles. The motion of particles is governed
by collisionless dynamics, whereas the collisions are accounted for by the
variation of weights. Large gradients in the solution profile arise from
appropriate particles acquiring large weights, not by accumulating many
particles in the large gradient regions. The evolution of the particles is
determined by their positions and wave vectors which are the characteristic
curves of the convective part of the equation. Their equations are:

d

d t
k =

τe
η
F,

d

dt
x =

∆l

2ℏvM
sin (k) .

The evolution of the distribution function over these characteristic curves
is given by the ordinary differential equation:

d

dt
f =

1

η

[
−
(
1 +

νimp

2νen

)
f +

νimp

2νen
f (−k) + fFD

]
.

The system of ordinary differential equations is now discretized by using
a modified Euler method:

fni = fn−1
i + dt

1

η

[
−
(
1 +

νimp

2νen

)
fn−1
i +

νimp

2νen
f
(−k)
i + fFD,n−1

i

]
with f

(−k)
i = f(xn−1

i ,−kn−1
i , tn−1),

kni = kn−1
i + dt

τe
η
Fn−1
i ,

xni = xn−1
i + dt

∆l

2ℏvM
sin (kni ) .

For stability reasons, we use kni to update xni . We have also used multi-
step methods but they yield worse results.

The boundary conditions are taken into account as follows:

• If kni > π, we set kni = kni − 2π. If kni < −π, we set kni = kni + 2π.

• If xni > L, we set xni = xni − L and fn−1
i = f+i . If xni < 0, we

set xni = xni + L and fn−1
i = f−i . Here f+i and f−i are calculated

by discretization of the integrals using Simpson’s rule on an equally
spaced mesh Km′ with step ∆k.

To calculate xi, ki and fi at the next time step tn+1, we need to update
the electric field and the Fermi-Dirac distribution in the equations for the
particles. This updating requires an interpolation procedure to generate
an approximation of the distribution function on a regular mesh Xm, Km′

which is then used to approximate the electric field and the chemical
potential. To approximate the values of the distribution function over the
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mesh, fnm,m′ , we use its values for the particles, fni . The idea is obtain a
weighted mean by:

fnm,m′ =

N∑
i=1

fni W
i
m,m′

N∑
i=1

W i
m,m′

where

W i
m,m′ = max

{
0, 1− |Xm − xni |

∆x

}
·max

{
0, 1− |Km′ − kni |

∆k

}
and ∆x and ∆k are the spatial and wave vector steps.

An approximation for the density and average energy at the mesh points,
n (Xm, t

n) ≈ nnm and (kBT )
−1
E (Xm, t

n) ≈ (kBT )
−1
En

m, are obtained
using Simpson’s rule and the interpolated values of the distribution func-
tion on the mesh.

We calculate the nondimensional chemical potential µ by using a Newton-
Raphson iterative scheme to solve the equations. The extended Simpson’s
rule is employed to approximate the integrals for n(µ) and dn(µ)/dµ. Once
we know the chemical potential µ, we find the Fermi-Dirac distribution
function at mesh points, fFD (Km′ ;nnm), which is then interpolated to get
the Fermi-Dirac distribution function for the particles.

To compute the electric field at time tn, we use finite differences to dis-
cretize the Poisson equation on the grid Xm :

V n
m+1 − 2V n

m + V n
m−1 = nnm − 1,

Fn
m =

V n
m+1 − V n

m−1

2∆x
.

Here V (0, tn) = 0 and V (L, tn) = ϕL. Let V n
m and Fn

m denote our approx-
imations of V (Xm, t

n) and F (Xm, t
n) on the equally spaced mesh Xm.

Finally, the electric field is interpolated at the location of the particle i

Fn
i =

(
Xm+1 − xni

∆x

)
Fn
m +

(
xni −Xm

∆x

)
Fn
m+1.

The total current density J is given by

J(t) =
ς

L

∫ L

0

[∫ π

−π

sin(k)f(x, k, t) dk

]
dx,

in which

ς =
l∆

4πℏvM
.

We use the Simpson rule to approximate J(tn).
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16. Consider a set of particles at points ri in a rectangular box. We use them
as seeds to generate a Voronoi tesselation of the rectangular region, with
vertices rµ. Sketch equations for the motion of the vertices due to self
interaction.

Taken from [80]. Each configuration of the mesh has the following associ-
ated energy

EVM =

N∑
i=1

[
Ki

2
(Ai −A0

i )
2 +

Γi

2
P 2
i

]
+
∑
⟨µ,ν⟩

Λµν lµν .

Here N is the total number of polygon, Ai is the area of polygon i, A0
i is

its reference area, and Ki is the area modulus, i.e., a constant with units
of energy per area squared measuring how hard it is to change the area of
the polygon. Pi is the polygon perimeter and Γi (with units of energy per
length squared) is the perimeter modulus that determines how hard it is
to change perimeter Pi. lµν is the length of the junction between vertices
µ and ν, and Λµν is the tension of that junction (with units of energy per
length). The sum in the last term is over all pairs of vertices that share
a junction. The area Ai of polygon Ωi, given by the following discrete
version of Green’s formula:

Ai =
1

2

∑
µ∈Ωi

(rµ × rµ+1) ·Ni,

where rµ is the position of vertex µ, and Ni is a unit vector perpendicular
to the surface of the polygon. The sum is over all vertices of the Voronoi
polygon and we close the loop with µ + 1 = 1 when µ equals the total
number of vertices in the polygon, NΩi . The polygon perimeter is

Pi =
1

2

∑
µ∈Ωi

|rµ − rµ+1|.

The relation between the vertices rµ of the Voronoi polygons and the
vertices ri of the Delaunay triangles (seeds of the Voronoi polygons, i.e.,
centers) is

rµ =
λ1ri + λ2rj + λ3rk

λ1 + λ2 + λ3
.

The usual dynamics for the polygon centers is a gradient flow of the energy
with forces Fi

γ r′i = Fi
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with

Fi = −
N∑

k=1

Kk

2

(
Ak −A0

k

) ∑
ν∈Ωk

[rν+1,ν−1 ×Nk]
T

[
∂rν
∂ri

]

−
N∑

k=1

ΓkPk

∑
ν∈Ωk

(r̂ν,ν−1 − r̂ν+1,ν)
T

[
∂rν
∂ri

]

−
N∑

k=1

∑
ν∈Ωk

[Λν−1,ν r̂ν,ν−1 − Λν,ν+1r̂ν+1,ν ]
T

[
∂rν
∂ri

]
+ k

∑
⟨j,i⟩

(2a− |ri − rj |)
ri − rj
|ri − rj |

Θ(2a− |ri − rj |).

Here
[
∂rν
∂ri

]
is the 3 × 3 Jacobian matrix connecting coordinates of cell

centres with coordinates of the dual Voronoi tessellation, and the non-
commutative row-matrix product [·]T [·] is a 3×1 column vector. Θ(x) = 1
if x > 0, else Θ(x) = 0, is the Heaviside unit step function. We have in-
cluded a range repulsive force of short range a that avoids self intersections
of the triangulation for very obtuse triangles.

5 Differential-Difference Equations

1. Consider the equation

x′′ +
1

2αθ

1 + tanh2(x/θ)

1− tanh2(x/θ)
x′ + x−H − tanh(

x

θ
) = 0.

Study the equilibria and the behavior of the trajectories in terms of the
control parameters θ and H.

Taken from [56]. We introduce the potential V (x;H, θ) = x2

2 − Hx −
θ ln cosh(xθ ). Typically, θ ∈ (0, 1). The equation becomes

x′′ +
1

2αθ
R(x, θ)x′ − V ′(x;H, θ) = 0

with R(x, θ) = 1+tanh2(x/θ)
1−tanh2(x/θ)

> 0. For H = 0 and θ < 1, the potential has

two equally deep minima at symmetric positions. In view of the presence of
a damping term, trajectories wrap around these points (spiral atractors).
For |H| < Hc, there are two minima x+ > 0 and x− < 0, each of them
with a basin of attraction.

2. Consider a system with energy A(η, Y ) =
∑N

j=1 a(ηj ;Y ), η = (η1, . . . , ηN )

under the constraint
∑N

j=1 ηj = L. Given F , study the minima of A(η, Y )−
FL, where F = F (L) is a Lagrange multiplier to be calculated in such a
way that the constraint holds.
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Taken from [61]. The curve F (L) has N+1 branches, that we can compute
imposing ∂a

∂ηj
= F for all j.

3. Consider the differential difference equation u′n(t) = un+1 − 2un +un−1 −
A sin(un), where A is a positive parameter. Prove that there is a monotone
solution such that u−∞ = 0 and u∞ = 2π with u0 = π and un−π = π−u−n

for all n.

Taken from [14]. We set u0 = π and vary u1 in the interval (π, 2π) to
find the desired solution. The condition u0 = π ensures that un − π is an
odd function of n. We first choose ϵ > 0 so that −A sin(u) > ϵ(u − π)
for π < u ≤ 3

2π. Then, we choose N large so that ϵ(N − 1) > 1. Next,
we choose u1 − π small so that uj ≤ 3

2π for 1 ≤ j ≤ N . We wish to
show that under these conditions, the finite sequence {u1, . . . , uN} is not
monotone increasing. It is convenient to let Un = un−π. If {U1, . . . , UN}
is monotone increasing, then 2 ≤ j ≤ N and Uj ≤ (2 − ϵ)Uj−1 − Uj−2.

Adding these inequalities results in UN −UN−1 ≤ ϵ
∑−N−1

i=2 Ui+(1−ε)U1.
Since we assumed that Ui ≥ U1 for 2 ≤ i ≤ N , our lower bound on N then
shows that UN < UN−1, a contradiction. Therefore, we have shown that
for sufficiently small U1, the sequence starts to decrease before crossing π.
On the other hand, we have simply to choose U1 > π to have the sequence
cross π before decreasing. Note that if the sequence increases until some
first N such that UN = π, then UN+1 > π. If, finally, there is an N such
that the sequence increases up to n = N , with UN < π, and UN = UN+1,
then UN+2 < UN+1 so that the sequence decreases before reaching π.

4. Let Ui(t) and Li(t), i ∈ Z be differentiable sequences such that

U ′
i(t)− d1(Ui)(Ui+1 − Ui)− d2(Ui)(Ui−1 − Ui)− f(Ui) ≥
L′
i(t)− d1(Li)(Li+1 − Li)− d2(Li)(Li−1 − Li)− f(Li)

and Ui(0) < Li(0) for all i, where f , d1 > 0 and d2 > 0 are Lipschitz
continuous functions. Then, Ui(t) > Li(t) for all t > 0 and i ∈ Z.
Taken from [15]. By contradiction, set Wi(t) = Ui(t) − Li(t). At t = 0,
Wi(0) > 0 for all i. Let us assume that Wi changes sign after a certain
minimum time t1 > 0, at some value of i, i = k. Thus Wk(t1) = 0
and W ′

k(t) ≤ 0, as t → t1. We shall show that this is contradictory. At
t = t1, there must be an index m (equal or different from k) such that
Wm(t1) = 0, while its next neighbor Wm+j(t1) > 0 (j is either 1 or −1),
and Wi(t1) = 0 for all indices between k and m. For otherwise Wk should
be identically 0 for all k. The differential inequality implies

W ′
m(t1) ≥ d1(Um(t1))Wm+1(t1) + d2(Um(t1))Wm−1(t1) > 0.

This contradicts the fact that W ′
m(t) should have been nonpositive as

t→ t1, for Wm(t1) to have become zero in the first place.
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5. Consider the equation

U ′(t) = z1(F/A) + z3(F/A)− 2U(t)−A sin(U(t)) + F,

for |F | < A, A >> 1 where z1(F/A) < z2(F/A) < z3(F/A) are three
consecutive solutions of the equation sin(z) = F/A in one period. Prove
that there is a critical value Fc such that this equation has three stable
constant solutions if 0 ≤ F < Fc but one if F > Fc. Characterize Fc.

Taken from [18]. When F = 0, z1(0) = 0, z2(0) = π and z3(0) = 2π. We
need to solve

2z +A sin(z) = F + 2arcsin(F/A) + 2π.

As we increase F from 0, we keep on finding three solutions z1(F/A) <
z2(F/A) < z3(F/A) continuing these branches until F+2arcsin(F/A)+2π
hits the first local maximum of 2z +A sin(z) (remember that A is large).
The value Fc at which this happens is characterized by the existence of a
double zero, a value u0 such that 2+A cos(u0) = 0 and 2u0 +A sin(u0) =
Fc +2arcsin(Fc/A)+ 2π. Then, u0 = arccos(−2/A) and Fc is the solution
of 2u0(A) + A sin(u0(A)) = Fc + 2arcsin(Fc/A) + 2π. Below Fc we have
three zeroes, at Fc two collapse, above Fc the collapsing ones, z1(F/A)
and z2(F/A) are lost.

z1(F/A) and z3(F/A) are stable while they exist. This picture corresponds
to a saddle node bifurcation in the system, see [18]. These bifurcations
are essential to understand a variety of biological phenomena, see [64].

6. The system of equations

dEi

dt
+
v(Ei)

ν
(Ei − Ei−1)−

D(Ei)

ν
(Ei+1 − 2Ei + Ei−1) = J − v(Ei),

for i ∈ Z admits traveling wave solutions of the form Ei(t) = E(i − ct)
propagating at constant velocity c when the parameter J is large enough.
Here, v,D are positive functions and ν > 0 is large. v is a cubic, it grows
from 0 to a local maximum, decreases to a positive minimum, and increases
to infinity later. Justify that the wavefront velocity scales as (J − Jc)

1/2

where Jc is the threshold for existence of travelling waves.

Taken from [20]. For ν large, we can construct stationary solutions, which
can be approximated by

Ei ∼ z1(J) i < 0, Ei ∼ z3(J) i > 0,

for |J | < Jc, while E0 solves

J − v(E0)−
v(E0)

ν
(E0 − z1(J)) +

D(E0)

ν
(z3(J)− 2E0 + z1(J)) = 0,
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where z1(J) < z2(J) < z3(J) are solutions of J = v(z). At a value Jc,
z1(Jc) = z2(Jc) and these roots are lost for J > Jc, only z3(J) remains.
The reduced equation

dE0

dt
= J − v(E0)−

v(E0)

ν
(E0 − z1(J)) +

D(E0)

ν
(z3(J)− 2E0 + z1(J)),

for the middle point undergoes a saddle node bifurcation at Jc with normal
form

ϕ′ = α(Jc)(J − Jc) + β(Jc)ϕ
2,

which has solutions of the form
√

α
β (J − Jc) tan(

√
αβ(J − Jc)(t − t0)),

blowing up when the argument of the tangent approaches ±π/2, over a
time t−t0 ∼ π/

√
αβ(J − Jc). This value Jc separates the regime for which

we have stationary (pinned) wave front solutions and travelling wave front
solutions. It marks the depinning transition.

Now, for J > Jc but close to Jc, simulations show staircase like wave pro-
files, in which a point stays near the vanished equilibrium E0(Jc) until it
moves following the tangent path given by the normal form and is replaced
at position E0(Jc) by a neighbouring one, once and again. The wave veloc-

ity is the reciprocal of the time this transition takes c(J, ν) ∼
√

αβ(J−Jc)

π ,
see [20] for details.

7. We consider a problem with noise

dui
dt

= ui+1 − 2ui + ui−1 + F −A sin(ui) + γξi,

where A > 0 is large and γ > 0 characterizes the disorder strength and ξi
is a zero mean random variable taking values on an interval (−1, 1) with
equal probability. Show that the speed of the wavefronts for F larger than
the critical value F ∗

c scales as (F − F ∗
c )

3/2.

Taken from [22]. Setting γ = 0, we can repeat with this equation the
study done in the previous exercise and obtain a velocity that scales like
(F−Fc)

1/2. However, when we add noise, for each realization of the noise,
the threshold Fc is shifted slightly up or down by the noise. The observed
velocity will be the average of the velocities observed for a large number
of realizations. If

|cR| ∼
1

π

√
α(Fc)β(Fc)(F − Fc) + γβ(Fc)ξ0

the average

c =
1

N

N∑
R=1

|cR| =
1

2π

∫ 1

−1

(αβ(F − Fc) + γβξ)1/2dξ ∼ (F − F ∗
c )

3/2

where the new critical field is F ∗
c = Fc − γ

α .
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8. Consider the problem

dui
dt

= ui+1 − 2ui + ui−1 + F −A sin(ui),

with A large. Let z1(F/A) < z2(F/A) < z3(F/A) be the three consecutive
branches of zeros of F −A sin(z) = 0 which start at z1(0) = 0, z2(0) = π,
z3(0) = 2π. We know that for |F | < Fc(A) the problem admits stationary
solutions increasing from z1(F/A) at −∞ to z3(F/A) at ∞. When F
surpasses that threshold, we have travelling wave solutions. Write the
equation for such travelling wave solutions and find a formula for the
velocity.

Taken from [24]. Travelling wave solutions have the form ui(t) = u(i−ct),
where c is a constant wave speed and u(z), z = i − ct is a wave profile,
which solve

−cuz(z) = u(z + 1)− 2u(z) + u(z − 1) + F −A sin(u(z)), z ∈ R

with u(−∞) = z1(F/A) and u(∞) = z3(F/A). These type of travelling
wave solutions are called fronts. Multiplying the equation by uz and inte-
grating, we find

−c
∫ ∞

−∞
u2z dz = F [z3(F/A)− z1(F/A)] .

9. The discrete Fitz Hugh-Nagumo system is a typical model for pulse prop-
agation

ϵu′i = d(ui+1 − 2ui + ui−1) + ui(2− ui)(ui − a)− vi,

v′i = ui −Bvi.

when the parameter values ϵ, d > 0 and a are such that (0, 0) is the only
constant solution. ϵ is small and a is such that z(2 − z)(z − a) has three
roots z1(a) < z2(a) < z3(a). Explain how to describe the evolution of pulse
solutions in terms of front solutions for Nagumo type equations

ϵu′i = d(ui+1 − 2ui + ui−1) + ui(2− ui)(ui − a)− w.

Taken from [25]. Pulse-like solutions take the form ui(t) = u(z), vi(t) =
v(z), z = i− ct ∈ R, with

−cϵuz(z) = d(u(z+1)− 2u(z) + u(z−1)) + u(z)(2− u(z))(a− u(z))− v,

−cvz(z) = 0,

for z ∈ R. For small enough v, we denote by z1(a, v) < z2(a, v) < z3(a, v)
the three roots of u(z)(2 − u(z))(a − u(z)) − v = 0. Since ϵ is small, ui
and vi evolve in different time scales. We distinguish 5 regions in a pulse
like solution
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• Pulse front: ui = z1(a, vi) and v
′
i = z1(a, vi)−Bvi, which evolves to

(0, 0) as i grows.

• Pulse leading edge: Described by a traveling solution of ϵu′i = d(ui+1−
2ui+ui−1)+ui(2−ui)(ui− a)− 0 which decreases from 2 to 0, with
vi ∼ 0. It travels at speed c.

• Pulse peak: ui = z2(a, vi) and v
′
i = z3(a, vi)−Bvi.

• Pulse trailing edge: Described by a traveling solution of ϵu′i = d(ui+1−
2ui + ui−1) + ui(2 − ui)(ui − a) − w which increases from 0 to 2,
with vi ∼ w, w selected in such a way that it travels with speed c
too.

• Pulse tail: ui = z1(a, vi) and v′i = z1(a, vi) − Bvi, which evolves to
(0, 0) as i decreases.

See [25] for a visualization. See [32] for an application of these ideas
to Hodgkin-Huxley models for myelinated nerves. Pulse solutions fail to
propagate when the leading pulse cannot move because for the parameters
we use the reduced from equation has only stationary front solutions, they
are pinned.

10. Consider the system

v′j = d(vj+1 − 2vj + vj−1) + f(vj , wj),

w′
j = λg(vj , wj),

with d, λ > 0 and λ is small, for the two variables to evolve in different
scales. For w fixed, f(v, w) is a ’bistable cubic’, that is, it has three zeros,
two of which are stable. When f(v, w) = 0 = g(v, w) has a unique solution,
which is stable, we have pulse like solutions for the differential system, as
for Fitz Hugh-Nagumo. When it is unstable, show that oscillating solutions
appear.

Taken from [33]. When g and f intersect at a stable zero, we have an
excitable system displaying pulse like solutions. When they intersect at
an unstable zero, limit cycle solutions (V (t),W (t)) with period T, T > 0
of

v′ = f(v, w), w′ = λg(v, w),

for λ small, play a role. The trajectories of the system behave like vj(t) =
V (t + ϕj) and wj(t) = W (t + ϕj), for a slowly varying phase ϕj which
may become independent of t as t → ∞. All the trajectories are then
synchronized.

11. Let ui,j(t) be a solution to

∂ui,j
∂t

= ui−1,j − 2ui,j + ui+1,j +A(sin(ui,j−1 − ui,j) sin(ui,j+1 − ui,j))
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for i, j ∈ Z and ui,j(0) = αi,j satisfying αi+1,j − 2αi,j + αi−1,j ∈ l2,
sin(αi,j−1−αi,j) sin(αi,j+1−αi,j) ∈ l2 and αi,j ∈ l∞loc. If (ui,j+1−ui,j)(t) ∈
∩n∈Z

[
−π

2 + 2nπ, π2 + 2nπ
]
holds for all i, j, t, then ui,j(t) tends to a limit

si,j as t→ 0 which is a stationary solution of the problem.

Taken from [23]. Define wi,j(t) = ui,j(t+τ)−ui,j(t) for some τ > 0. Then

d

dt

1

2

∑
i,j

|wi,j(t)|2
=−

∑
i,j

((wi+1,j−wi,j)(t))
2−
∑
i,j

(sin((ui,j+1−ui,j)(t+τ))

− sin((ui,j+1−ui,j)(t)))((ui,j+1 − ui,j)(t+τ)− (ui,j+1 − ui,j)(t)) ≤ 0.

This implies wi,j(t) → 0 as t → ∞ for every i, j. In conclusion, ui,j(t)
tends to a limit si,j which is a stationary solution of the problem.

12. We solve

∂ui,j
∂t

= ui−1,j − 2ui,j + ui+1,j +A(sin(ui,j−1 − ui,j) sin(ui,j+1 − ui,j))

with boundary conditions si,j = θ(i, j/
√
A) + Fj where θ is the angle

function from 0 to 2π and F > 0 is a control parameter. For F = 0,
the previous exercise ensures existence of stationary solutions. Can you
expect a change as F grows?

Taken from [26]. As F grows, the condition

(ui,j+1 − ui,j)(t) ∈ ∩n∈Z

[
−π
2
+ 2nπ,

π

2
+ 2nπ

]
will fail. Stationary solutions will disappear and travelling patterns will
be observed. Notice that if we linearize the spatial operator about si,j ,
we have a discrete elliptic problem for F small but it changes type as F
grows.

13. We construct numerically solutions of

m
∂2ui,j
∂t2

+ α
∂ui,j
∂t

= ui−1,j − 2ui,j + ui+1,j

+A(sin(ui,j−1 − ui,j) sin(ui,j+1 − ui,j))

in a square lattice i = 1, . . . , Nx, j = 1, . . . , Ny, with boundary conditions
ui,j = F (j − (Ny + 1)/2). This is equivalent to ’shearing’ the lattice. As
F grows, we observe that the initial zero solution for F = 0 changes into
slowly varying stationary solutions until we reach a point Fc past which
the lattice structure is distorted in two main different ways. Linearizing
the problem at F = Fc we find a zero eigenvalue for the resulting matrix,
while all the eigenvalues are negative for F < Fc. How do you explain
this?

Taken from [36]. The branch of stationary solutions si,j(F ) seems sta-
ble. At F = Fc and two new branches appear. The system undergoes a
pitchfork bifurcation.
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14. We construct numerically solutions of

m
∂2vi,j
∂t2

+ α
∂vi,j
∂t

= vi−1,j − 2vi,j + vi+1,j

+A(sin(vi,j−1 − vi,j) sin(vi,j+1 − vi,j))

in a square lattice i = 1, . . . , Nx, j = 1, . . . , Ny. We set the boundary
conditions representing a ’push down’ from the central top part:

• Left-hand side: v1,j = v0,j.

• Right-hand side: vNx,j = vNx+1,j.

• Left-hand-side of the top layer (1 ≤ i < p1): vi,Ny
= vi,Ny+1.

• Right-hand-side of the top layer (p2 < i ≤ Nx): vi,Ny = vi,Ny+1.

• Bottom layer of the domain: vi,0 = 0.

• Central atoms (p1 ≤ i ≤ p2) are pushed downwards according to:
vi,Ny+1 − vi,Ny

= −f(i), where f has a triangular profile, pointing
downwards, with magnitude F > 0.

As F grows, we observe that the initial zero solution for F = 0 develops
localized lattice distortions that travel downwards. As we decrease F to
zero the distortions travel upwards and may disappear. How do you explain
that?

Taken from [45]. The branch of stationary solutions that starts at F = 0
develops bifurcations at specific values of F at which lattice with different
distortions are created. Such new branches are stable for some ranges of
F , while the defects simply travel. The configuration bifurcates at new F
values, new distortions are created, that travel for while, and the process
is repeated as F grows. When we decrease F , the process is reversed.
Created distortions travel upwards, and disappear.

15. Consider the problem

u′′j + αu′j = uj+1 − 2uj + uj−1 + F −Ag(uj),

where g(u) = u+1 if u < 0 and g(u) = u−1 if u > 0. Construct traveling
wave front solutions.

Taken from [27]. A traveling wave front solution takes the form ui(t) =
u(i− ct)+, z = i− ct. The profile v(z) = u(z) + 1 satisfies

c2vzz(z)− αcvz(z)− (v(z + 1)− 2v(z) + v(z − 1)) +Av(z)

= F + 2AH(−sign(cF )z), z ∈ R,

with v(−∞) = 0 and v(∞) = 2. We have written g(u) = u + 1 − 2H(u),
where u is the Heaviside function. Using the complex contour integral
expression for the Heaviside function

H(−z) = − 1

2πı

∫
C

eıkx

k
dk.
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C is a contour formed by a closed semicircle in the upper complex plane
oriented counterclockwise and another one oriented clockwise in the lower
half plane, which includes zero inside and forms a small semicircle around
it. The profile we seek admits the expression

v(z) =
F

A
− A

πı

∫
C

exp(ık sign(cF )z)dk

k A+ 4 sin2(k/2)− k2c2 − ık|c|α sign(F )
.

Imposing v(0) = 1 we obtain a relation between the velocity c and the
applied force F . Once we know c(F ), the above expression provides the
profiles v. Unlike previous exercises, such profiles are not monotonic, but
display oscillations, see [27].

16. Show that the initial value problem

u′′j + αu′j = d(uj+1 − 2uj + uj−1)− uj + F,

uj(0) = u0j , u′j(0) = u1j ,

d > 0, α ≥ 0, admits solutions of the form

uj(t) =
∑
k

[G0
j,k(t)u

′
k(0) +G1

j,k(t)uk(0)] +

∫ t

0

∑
k

G0
j,k(t− s)fk(s)ds

for adequate Green functions G0
j,k and G1

j,k.

Taken from [28]. Firstly, we get rid of the difference operator by using the
generating functions p(θ, t) and f(θ, t)

p(θ, t) =
∑
j

uj(t)e
−ıjθ, f(θ, t) =

∑
j

fj(t)e
−ıjθ.

Differentiating p with respect to t and using the equation, we see that p
solves the ordinary differential equation

p′′(θ, t) + αp′(θ, t) + ω(θ)2p(θ, t) = f(θ, t)

with ω(θ)2 = 1+4d sin2(θ/2) and intial conditions for p from those for uj .
Fixed θ we know how to calculate explicit solutions of this linear second
order equation with constant coefficients to get

p(θ, t) = p(θ, 0)g0(θ, t) + p′(θ, 0)g1(θ, t) +

∫ t

0

g1(θ, t− s)f(θ, s)ds,

for

g0(θ, t) =


er+(θ)t−er−(θ)t

r+(θ)−r−(θ) , α2/4 > ω2(θ),

te−αt/2, α2/4 = ω2(θ),

e−αt/2 sin(I(θ)t)
I(θ) , α2/4 < ω2(θ),
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g1(θ, t) =


er+(θ)tr+(θ)−er−(θ)tr−(θ)

r+(θ)−r−(θ) , α2/4 > ω2(θ),

te−αt/2
(
1 + α

2 t
)
, α2/4 = ω2(θ),

e−αt/2
(
cos(I(θ)t) + α sin(I(θ)t)

2I(θ)

)
, α2/4 < ω2(θ).

We recover uj as

uj(t) =

∫ π

−π

dθ

2π
eıjθp(θ, t),

and find

G0
jk(t) =

∫ π

−π

dθ

2π
eı(j−k)θg0(θ, t), G1

jk(t) =

∫ π

−π

dθ

2π
eı(j−k)θg1(θ, t).

17. Use the expression of the solutions of the initial value problem established
before to define a nonreflecting boundary condition at n = 0 for truncated
problems set in n ≥ 0, so that the solution we obtain is the same we would
obtain solving the system for all n.

Taken from [48]. We place an artificial boundary at n = 0 and restrict the
computational domain to the region n ≥ 0. Thus, we need a boundary
condition to compute u0(t) and close the system. In principle,

d2u0
dt2

= d(u1 − 2u0 + u−1) + f0,

but u−1(t) is unknown unless we solve also for n ≤ 0. The equation at
n = −1 can be rewritten as:

d2u−1

dt2
= d(0− 2u−1 + u−2) + f−1 + du0.

Assuming we know u0(t), the problem for n ≤ 0 with boundary condition
u0(t) can be seen as a problem with zero boundary condition at the wall
and a modified source term: fn + dδn,−1u0 for n < 0. We can extend this
problem to the whole space setting:

vn =

 un n < 0
0 n = 0
−u−n n > 0

The extension vn solves:

d2vn
dt2

= d(vn+1 − 2vn + vn−1) + gn,

vn(0) = v0n,
dvn
dt

(0) = v1n,

for all n, where v0n and v1n are odd extensions of u0n and u1n. The source
gn is obtained extending fn + δn,−1u0. We have included the boundary
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condition u0 as a force acting on u−1 to allow for an odd extension with
v0 = 0. Using the symmetry of the data:

un(t) = vn(t) =
∑
n′<0

[
G0
n,n′(t)

dun′

dt
(0) +

dG0
n,n′

dt
(t)un′(0)

]
+

∫ t

0

∑
n′<0

G0
n,n′(t− s)(fn′(s) + dδn′,−1u0(s))ds, n < 0

where G0
n,n′ = G0

n,n′ − G0
n,−n′ is the Green function for the half space

n < 0 with zero boundary condition at n = 0. In this way, we obtain the
desired formula for u−1:

u−1(t) = r−1(t) + d
∫ t

0
G0
−1−1(t− s)u0(s)ds,

r−1(t) =
∑

n′<0

[
G0
−1,n′(t)

dun′
dt (0) +

dG0
−1,n′

dt (t)un′(0)

+
∫ t

0
G0
−1,n′(t− s)fn′(s)ds

]
.

The term r−1(t) represents the contribution of the data in the outer region.
Our boundary condition at n = 0 takes the form:

d2u0
dt2

= d

(
u1 − 2u0 + d

∫ t

0

G0
−1−1(t− s)u0(s)ds

)
+ dr−1 + f0,

where the kernel is:

G0
−1−1(t) =

∫ π

−π

dθ

2π

1− e−2iθ

ω(θ)
sin(ω(θ)t).

In a similar way, we can set no reflecting boundary conditions in finite
intervals −N ≤ n ≤ N , see [48].

18. Consider the initial value problem

u′′j = d(uj+1 − (2 + r)uj + uj−1) + f(uj), j = 1, . . . , N

uj(0) = u0j , u′j(0) = u1j , j = 1, . . . , N

u0(t) = uN+1(t) = 0,

for a continuous function f . Set V (u) = −
∫ u

0
f(s)ds. Assume uf(u) +

2(2σ + 1)V (u) ≥ 0 for σ > 0. Define the energy

E(t) =
1

2

∞∑
j=−∞

u′2j (t) +
d

2

j=∞∑
j=−∞

[(uj+1 − uj)
2(t) + ru2j (t)] +

j=∞∑
j=−∞

V (uj(t)).

If E(0) < 0, then
∑N

j=1 |uj(t)|2 → ∞ as t→ T for some finite T > 0.

Taken from [29]. We define H(t) =
∑N

j=1 |uj(t)|2 + ρ(t+ τ)2, ρ, σ > 0 to

be selected so that (H−σ)′′ = σH−σ−2((σ + 1)(H ′)2 −HH ′′) ≤ 0. When
H(0) ̸= 0 we have

Hσ(t) ≥ Hσ+1(0)(H(0)− σtH ′(0))−1
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and H(t) blows up at some time T ≤ H(0)/σH ′(0) provided H ′(0) > 0.

Let us explain how to do this. We calculate H ′ and H ′′, and use the
equation to get

HH ′′ − (σ + 1)(H ′)2 = 4(σ + 1)Q+ 2HG,

Q =

 N∑
j=1

|uj |2 + ρ(t+ τ)2

 N∑
j=1

|u′j |2 + ρ

−

 N∑
j=1

uju
′
j + ρ(t+ τ)

2

,

G =

N∑
j=1

ujf(uj)−
∑
i,j

uiai,juj − (2σ + 1)

∑
j=1

|u′j |2 + ρ

 ,

where A = (aij) is the matrix defining the linear part of the system. We
have Q ≥ 0. We estimate G′(t) to find G(t) ≥ σ(2σ+1)

(
−ρ

2 − E(0)
)
≥ 0

for ρ = −2E(0) > 0.

We have (H−σ)′′ ≤ 0 and H(0) ̸= 0. Moreover, H ′(0) = 2
∑N

j=1 u
0
ju

1
j +

2ρτ > 0 if τ > −ρ−1
∑N

j=1 u
0
ju

1
j .

19. Let un(t) be a solution of

u′n = d(un)(un+1 − 2un + un−1) + v(un)(un−1 − un) + f(un),

with non negative initial data and a strong reactive source f , such that
f(u) > Cup, with p > 1, C > 0, when u > 0 large. We set a(u) =
−(2d(u) + v(u))u+ f(u) and assume that d(u) > 0, d(u) + v(u) > 0 grow
slower than up for u large. For any component k such that a(uk(0)) > 0
and a′(u) > 0 when u > uk(0)

uk(t) → ∞ as t→ T ≤ Tb =

∫ ∞

uk(0)

ds

a(s)
<∞.

Taken from [44]. In all cases, a maximum principle ensures the positivity
of un(t) everywhere. Using uk+1, uk−1 ≥ 0, we obtain the differential
inequality u′k(t) ≥ a(uk). By hypothesis, a(u) > a(uk(0)) > 0 for u ≥
uk(0). Then uk(t) is increasing and it is bounded from below by the
solution y(t) of y′(t) = g(y), y(0) = uk(0), which is given implicitly by:

t =

∫ y(t)

uk(0)

ds

a(s)
.

The integral
∫∞
uk(0)

ds
a(s) <∞ due to the growth condition a(s) >> sp, p >

1 for s large, since a(u) > 0 for u ≥ uk(0). When t → Tb =
∫∞
uk(0)

ds
a(s) <

∞, y(t) → ∞.
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20. Consider the Becker-Döring equations

∞∑
k=1

kρk = ρ > 0,

ρ′k = jk−1 − jk, k ≥ 2,

jk = dk(e
aD+ϵkρ1ρk − ρk+1)

for a given sequence ϵk > 0 with D+ϵk = ϵk+1 − ϵk, with a and ρ positive
constants. Calculate the equilibrium distributions.

Taken from [30]. We set jk = 0. Then ρk = ρk1e
aϵk . This system admits

traveling wavefront solutions, see [30].

21. Consider the kinetic system

drk
ds

= (k − 1)1/3D(k − 1)rk−1 − k1/3D(k)rk, k ≥ 3,

dr2
ds

= 2cD(1)− 21/3D(2)r2,

c
dc

ds
+ 4c2D(1) + cM 1

3
= 1,

dt

ds
=

1

c
.

Find an expression for rk in terms of the parameter problems.

Taken from [51]. Notice that the equations for s and c start from a singu-
larity at s = 0. Laplace transforming the equations:

dr2
ds

= 2cD(1)− 21/3D(2)r2,

drk
ds

= (k − 1)1/3D(k − 1)rk−1 − k1/3D(k)rk, k ≥ 3.

we find:

r̂2(σ) =
2D(1)

σ + 2
1
3D(2)

ĉ,

r̂k(σ) =
(k − 1)

1
3D(k − 1)

σ + k
1
3D(k)

r̂k−1, k ≥ 3.

Therefore,

2
1
3D(2)r̂2(σ) =

2D(1)

1 + σ2
−1
3 D(2)−1

ĉ,

k
1
3D(k)r̂k(σ) =

(k − 1)
1
3D(k − 1)

1 + σk
−1
3 D(k)−1

r̂k−1, k ≥ 3.

By iteration,
k

1
3D(k)r̂k = 2ĉD(1)R̂k,
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where

R̂k(σ) =

k∏
j=2

1

1 + σj
−1
3 D(j)−1

.

Using the inversion formula

f(t) =
1

2πı

∫
C
estf̂(s)ds =

1

2πı

∫ s1−ı∞

s1+ı∞
estf̂(s)ds,

we find rk as a function of the inverse transforms Rk of R̂k:

rk(s) =
2D(1)

k
1
3D(k)

∫ s

0

Rk(s− s′)c(s′)ds′, k ≥ 2,

with

Rk(t)=
1

2πı

∫
C
estR̂k(s)ds =

1

2πı

∫ s1−ı∞

s1+ı∞
estf̂(s)ds= lim

L→∞

1

2π

∫ L

−L

eıtsR̂k(ıs)ds,

where C is an inversion contour. A classical choice for inversion paths
are Bromwich contours s1 − is, parallel to the imaginary axis and located
to the right of the singularities of R̂k(s). In this case, we may select the
imaginary axis s1 = 0. For numerical purposes, the best choices of the
inversion contour are those along which this inversion formula can be
approximated by a quadrature formula involving a few points. We may
resort instead to deformations of Bromwich contours, such as Talbot paths
or hyperbolic paths.
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