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.

Supervisors:

Prof. Marina Logares

Prof. Vicente Muñoz
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“Let’s go by pieces.”

Jack the Ripper





ABSTRACT

Deligne-Hodge Polynomials of Character Varieties of Doubly Periodic Instantons

by J. Ángel González

En este trabajo, estudiaremos un tipo especial de variedades algebraicas, las variedades de caracteres,

y calcularemos para ellas un invariante algebro-geométrico conocido como polinomio de Deligne-Hodge

o E-polinomio. Estas variedades de caracteres aparecen como espacios de móduli de representaciones

del grupo fundamental de una superficie de Riemann compacta con algunos puntos eliminados, sobre

un grupo algebraico reductivo.

En concreto, nos centraremos en el caso representaciones del grupo fundamental de una superficie de

Riemann compacta de género 1, a saber, una curva eĺıptica, con uno o dos puntos marcados, sobre

SL(2,C). Calcularemos los polinomios de Deligne-Hodge para ambos casos e, incluso, para el caso

de un punto marcado, podremos ir un paso adelante y calcular sus números de Hodge mixtos. Hasta

el momento actual, esta información algebraica era desconocida para el caso de holonomı́a fijada en

una clase de conjugación de tipo Jordan. Para llevar a cabo este propósito, usaremos una técnica

recientemente desarrollada, basada en la estratificación de la variedad de caracteres y el subsecuente

análisis de piezas más simples.

Finalmente, explicaremos la relación de estas variedades de caracteres con otros espacios de móduli

que surgen de la f́ısica matemática. En particular, estudiaremos los fundamentos de teoŕıas gauge y

teoŕıa de Yang-Mills, culminando en el estudio de los fibrados de Higgs.

Palabras clave: Espacios de móduli, variedades de caracteres, polinomio de Deligne-Hodge.

In this work, we shall study a special kind of algebraic varieties, the character varieties, and we will

compute an algebro-geometric invariant of this varieties, known as the Deligne-Hodge polynomial or

E-polynomial. This character varieties arise as moduli spaces of representations of the fundamental

group of a compact Riemann surface with some removed points into a reductive algebraic group.

In particular, we focus on the case of representations of the fundamental group of a compact Riemann

surface of genus 1, that is, an elliptic curve, with one or two marked points, into SL(2,C). We compute

the Deligne-Hodge polynomials in both cases and, for one marked point, we also compute their mixed

Hodge numbers for all the cases. Until present, this algebraic information was unknown for the case

of fixed holonomy in a conjugacy class of Jordan type. For this purpose, we use a recently developed

technique based on stratifications of character varieties and subsequent analysis of simpler pieces.

Finally, we also put into context this character varieties, explaining their relation with other moduli

spaces that arise in mathematical physics. In particular, we study the fundaments of gauge theory

and Yang-Mills theory, reaching the vast area of Higgs bundles.

Key words: Moduli spaces, character varieties, Deligne-Hodge polynomial.
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Introduction

Given a topological space, X, with finitely generated fundamental group, π1(X), and a complex

reductive algebraic group G, the character variety of representations of π1(X) into G, is, as explained

in section 2.2, the algebraic variety

RG(X) := Hom(π1(X), G) �G

The quotient denoted by � is an special kind of quotient for the action of G on Hom(π1(X), G) by

conjugation, known as the Geometric Invariant Theory quotient (usually shortened as GIT quotient).

This quotient confers good properties to the orbit space, making it a algebraic variety. It is treated in

section 2.2.4.

In particular, we will take G = SL(2,C) and X = Σg − {p1, . . . , ps}, a compact Riemann surface of

genus g with s removed points, known as the marked points. We denote this character variety as

Mg
s := RSL(2,C)(X), that is

Mg
s =

{
(A1, . . . , Ag, B1, . . . , Bg, C1, . . . , Cs) ∈ SL(2,C)2g+s |

g∏
k=1

[Ak, Bk]
s∏
l=1

Cl = Id

}
� SL(2,C)

with SL(2,C) acting by simultaneous conjugation. Moreover, we will focus on the case of an elliptic

curve, i.e. a compact Riemann surface of genus g = 1, and we will force the loops around the marked

points to live in some fixed conjugacy classes C1, . . . , Cs ⊆ SL(2,C). The resulting variety is called the

parabolic SL(2,C)-character variety of and elliptic curve with s marked points

MC1,...,Cs =

{
(A,B,C1, . . . , Cs) ∈ SL(2,C)2+s |

[A,B]
∏
l Cl = Id

C1 ∈ C1, . . . , Cs ∈ Cs

}
� SL(2,C)

This special kind of varieties are related with an important area of mathematical physics known as

gauge theory, since they are homeomorphic to the space of some special solutions of this theory, the

moduli space of Higgs bundles.

Gauge theory arose as a physical theory to explain the electromagnetic phenomena, but, in the present,

is used in nuclear and high energy physics, as quantum electrodynamics and the standard model of

particle physics. We will devote the chapter 1 of this work to explain the mathematical fundaments

of gauge theory.

In gauge theory, one of the main concerns are the Yang-Mills equations and its solutions, the Yang-Mills

connections. Since these equations are highly non-linear, a good aproach is to consider only special

kind of solutions, as instantons of self-dual connections. In this philosophy, when considering self dual

solutions of the Yang-Mills equations on the space-time R4 which are invariant in two directions, we

can perform a technique, used in physics, known as dimensional reduction (explained in section 1.6.2),

xiv



to restate these equations in R2 in a special way known as the Hitchin’s self-duality equations{
FA + [Φ,Φ∗] = 0

∂AΦ = 0

where Φ is a field called the Higgs field. Moreover, since these equations are conformally invariant,

we can consider solutions on any compact Riemannian surface. In this context, a solution of the self

duality equations is known as a Higgs bundle.

In order to study the possible Higgs bundles on a compact Riemann surface X, we consider the moduli

space of Higgs bundles on X, MDol(X). This a variety whose points are Higgs bundles on X and

whose geometry reflects some notion of closeness of the solutions. The first part of chapter 2 is devoted

to explain the concept of moduli space.

Now, by a general theory known as non-abelian Hodge theory with tame singularities (briefly sketched

in section 2.3), we find that, for a special kind of Higgs bundles, called parabolic Higgs bundles,

the moduli space of traceless parabolic Higgs bundles of parabolic degree 0 and s marked points is

homeomorphic to the character varietyMC1,...,Cs , where C1, . . . , Cs ⊆ SL(2,C) are conjugacy classes of

semisimple elements. Moreover, via a physics-inspired mechanism, the Nahm transform, it is obtained

an homeomorphism between the moduli space of doubly periodic instantons and the parabolic character

variety with two marked points, MC1,C2 , with C1, C2 ⊆ SL(2,C) conjugacy classes of semisimple

elements.

For this reason, the study of topological and algebraic invariants of character varieties and moduli

spaces of Higgs bundles, such as their Betti numbers and mixed Hodge numbers, becomes a subject

of high importance in mathematical physics. However, this is not an easy work and there is not a

general solution for this problem.

Nonetheless, there are several situations explored to the moment. For example, the Betti numbers

of the moduli space of SL(2,C)-Higgs bundles was computed by Hitchin in [35] and for SL(3,C) by

Gothen in [27]. In the case of non-complex Lie groups, Gothen in [28] computed the Betti numbers

fo the moduli space of U(2, 1)-Higgs bundles. For the case of punctured Riemann surfaces, Betti

numbers were computed by Garćıa-Prada, Gothen and Muñoz in [61] for SL(3,C)-parabolic Higgs

bundles, and by Logares in [45] for U(2, 1)-parabolic Higgs bundles. To this point, the technique used

in these computations was Morse theory. Others techniques have also been introduced by Garćıa-

Prada, Heinloth and Schmitt in [25] in order to compute the Betti numbers for some cases of moduli

spaces of Higgs bundles of rank 4.

Another approach to the problem of finding algebro-geometric information of these moduli spaces is

to consider a new invariant, called the mixed Hodge numbers. This invariant is computed via an

algebraic structure attached to the cohomology ring of the variety, called the mixed Hodge structure.

In contrast to other purely topological information, such as Betti numbers, the mixed Hodge numbers

depends on the algebraic structure of the variety. In particular, though the moduli space of (parabolic)



Higgs bundles and the corresponding character varieties are homeomorphic, they are not algebraically

isomorphic, so its mixed Hodge numbers do not agree. However, since this mixed Hodge numbers can

be added for obtaining the Betti numbers, some special sums do agree.

Until now, only this alternate sums of mixed Hodge numbers are known for the moduli space of Higgs

bundles, as computed in [33] by Hausel and Thaddeus. In this work, they discovered the first non-

trivial example of Strominguer-Yau-Zaslow Mirror Symmetry using the so called Hitchin system for

computing the stringy cohomology for the moduli space of SL(3,C) and PGL(3,C) Higgs bundles.

In the aim of finding another examples of non-trivial Mirror Symmety, Hausel introduced the study,

on character varieties, of an alternate sum of mixed Hodge numbers, collected in a polynomial

known as the Deligne-Hodge polynomial. For this purpose, Hausel and Rodŕıguez-Villegas intro-

duced, in [32], a new arithmetic technique based on the Weil conjectures. With this technique,

they computed the Deligne-Hodge polynomial of the G-character variety without marked points for

G = GL(n,C), SL(n,C) and PGL(n,C) in terms of generating functions.

In order to study this Deligne-Hodge polynomial for character varieties, in [47], Logares, Muñoz and

Newstead introduced a new geometric technique based on the stratification of these spaces. The key

idea is that the Deligne-Hodge polynomial of a variety X, e(X), has very important properties similar

to the one of the Euler characteristic. In particular, if our space decomposes as X = Y t Z, then

e(X) = e(Y )e(Z) and, for some special kind of fibrations, which we call E-fibrations, F → X → B,

we have e(X) = e(F )e(B). In section 3.3.3, we explain these Deligne-Hodge polynomials and their

properties.

Therefore, we can compute the Deligne-Hodge polynomial of a character variety by chopping it in

simpler pieces that can be analyzed separately and, finally, adding up its correspondent Deligne-

Hodge polynomials. Using this idea, in chapter 4 of this work, we implement this technique for

studying parabolic SL(2,C)-character varieties with one and two marked points. This work is based

on the paper [47] written by Logares, Muñoz and Newstead and [46] of Logares and Muñoz.

For the case of one marked point, we compute the Deligne-Hodge polynomials of all the possible

parabolic character varieties, and, using this information, we recover its mixed Hodge numbers. Recall

that SL(2,C) has five different types of conjugacy classes, determined by the Jordan canonical forms

Id =

(
1 0

0 1

)
− Id =

(
−1 0

0 −1

)
J+ =

(
1 1

0 1

)
J− =

(
−1 1

0 −1

)
Dλ =

(
λ 0

0 λ−1

)

for λ ∈ C∗ − {±1}

The results can be summarized as follows.

Theorem 0.0.1. Let MC be the parabolic SL(2,C)-character variety of an elliptic curve with one

marked point and holonomy in the conjugacy class C ⊆ SL(2,C). The mixed Hodge information of

these varieties is:



• e (MId) = q2 + 1. Moreover, its non-vanishing mixed Hodge numbers are

h2;0,0(MId) = 1 h4;2,2(MId) = 1

• e (M−Id) = 1. Moreover, its only non-vanishing mixed Hodge numbers is

h0;0,0(M−Id) = 1

• e
(
MJ+

)
= q2 − 2q − 3. Moreover, its non-vanishing mixed Hodge numbers are

h1;0,0(MJ+) = 4 h2;0,0(MJ+) = 1 h3;1,1(MJ+) = 2 h4;2,2(MJ+) = 1

• e
(
MJ−

)
= q2 + 3q. Moreover, its non-vanishing mixed Hodge numbers are

h1;0,0(MJ−) = 1 h2;0,0(MJ−) = 1 h2;1,1(MJ−) = 4 h3;1,1(MJ−) = 1 h4;2,2(MJ−) = 1

• e (MDλ) = q2 + 4q + 1. Moreover, its non-vanishing mixed Hodge numbers are

h2;0,0(MDλ) = 1 h2;1,1(MDλ) = 4 h4;2,2(MDλ) = 1

Observe that, in particular, the mixed Hodge numbers of MJ− were unknown and they are first

computed in this work.

For the case of two marked points, the analysis is more difficult and, in most cases, reduces to the

understanding of pieces that arises in the study of one marked point. In this case, we obtain the

following Deligne-Hodge polynomials.

Theorem 0.0.2. Let MC1,C2 be the parabolic SL(2,C)-character variety of an elliptic curve with

two marked points and holonomy in the conjugacy classes C1, C2 ⊆ SL(2,C). The Deligne-Hodge

polynomials of these varieties is:

• e
(
M[J+],[J−]

)
= q4 − 3q2 + 6q.

• e
(
M[J+],[J+]

)
= q4 + q3 − q + 7.

• e
(
M[J−],[J−]

)
= q4 + q3 − q + 7.

• e
(
M[J+],[Dλ]

)
= q4 + q3 + q2 − 3q.

• e
(
M[J−],[Dλ]

)
= q4 + q3 + q2 − 3q.

• e
(
M[Dλ],[Dµ]

)
= q4 + 2q3 + 6q2 + 2q + 1 for λ 6= µ, µ−1.

• e
(
M[Dλ],[Dλ]

)
= q4 + q3 + 7q2 + 3q.



Observe that the polynomials e
(
M[J+],[Dλ]

)
and e

(
M[J−],[Dλ]

)
do not agree with those computed in

[46], due to an erratum found in section 4.1 of that paper.

Beyond this point, the problem becomes more difficult, since the computational cost of doing this kind

of calculations grows combinatorially with genus and number of marked points. However, recently, in

[50] and [52], the Deligne-Hodge polynomial of the character varieties of any genus has been computed

recursively. From this point, future work should be devoted to compute the Deligne-Hodge polynomial

of SL(2,C) character varieties with arbitrary large number of marked points and developing a Topo-

logical Field Theory to compute them as reassembled pieces. In addition, analogous computations for

G = SL(3,C) or, more general, G = SL(n,C) can be performed in the future following these ideas.





Chapter 1

Gauge Theory

1.1 Electromagnetism

One of the most important discoveries in physics was that electrodynamics can be completely captured

by a system of partial differential equations. All the electric and magnetic phenomena were be explaned

by a small set of laws. This laws are the well known Maxwell’s equations, stated between 1861 and

1862 by James Clerk Maxwell.

In this framework, there exist two 3-dimensional vector fields, the electric field E and the magnetic field

B which mutually interact each other creating the electromagnetic phenomena. The rules of variations

of this fields, in terms of the others, is determined by four equations, the Maxwell’s equations, that,

in appropiated units1, are

∇ ·E = ρ Gauss’s Law ∇ ·B = 0 Magnetic Gauss’s Law

∇×E + ∂B
∂t = 0 Faraday equation ∇×B− ∂E

∂t = j Ampère Equation

where the time-dependent scalar ρ is the charge density and the time-depentent vector field j is the

electric current density.

We can restate this theory in a geometric context, that allow us to generalize it to a more abstract

frame, the gauge theories. To this end, let us take, the space-time R4 as a differentiable manifold. In

this manifold, let us define the 2-form F given by

F =

3∑
i=1

Ei dx
i ∧ dt+

∑
0≤i<j≤3

εijk Bidx
j ∧ dxk

where εijk is the sign of the permutation (i j k), E1, E2, E3 are the components of the electric field

E and B1, B2, B3 are the components of the magnetic field B. Then, observe that, computing the

1Units in which the dielectic constant ε0 and the magnetic constant µ0 are both 1.

1
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exterior differential of F

dF =

(
∂E3

∂x2
− ∂E2

∂x3
+
dB1

dt

)
dx2 ∧ dx3 ∧ dt+

(
∂E3

∂x1
− ∂E1

∂x3
+
dB2

dt

)
dx1 ∧ dx3 ∧ dt

+

(
∂E2

∂x1
− ∂E1

∂x2
+
dB3

dt

)
dx1 ∧ dx2 ∧ dt+

(
∂B1

∂x1
+
∂B2

∂x2
+
∂B3

∂x3

)
dx1 ∧ dx2 ∧ dx3

So, equating component by component, we observe that dF = 0 is equivalent to ∇ × E = 0, the

Faraday equation and ∇ ·B = 0, the magnetic Gauss’s law.

In order to restate the other two equations, the Gauss’s law and the Ampère equation, we need to

introduce more structure in the space-time R4. It can be seen that electromagnetism is, in fact, a

relativistic phenomenon, not a classical one. Hence, it is natural to introduce, in R4, the Minkowski

metric of signature (1, 3) which is strongly linked with special relativity. In terms of coordinates

(t, x1, x2, x3) of R4, this metric, g1,3, is given by

g1,3 = −dt⊗ dt+ dx1 ⊗ dx1 + dx2 ⊗ dx2 + dx3 ⊗ dx3

Let us denote this space R1,3 = (R4, g1,3). Let ? : Ω∗(R1,3)→ Ω4−∗(R1,3) be the Hodge star operator

over R1,3.2 In this particular case, over the basis
{
dt, dx1, dx2, dx3

}
, with semi-riemannian volume

form Ω = −dt ∧ dx1 ∧ dx2 ∧ dx3, the Hodge star operator is the linear operator given on the basis by

? 1 = −dt ∧ dx1 ∧ dx2 ∧ dx3 ? dt ∧ dx1 ∧ dx2 ∧ dx3 = 1

? dxi = dxj ∧ dxk ∧ dt ? dt = dx1 ∧ dx2 ∧ dx3

? dxi ∧ dxj = dxk ∧ dt ? dxi ∧ dt = −dxj ∧ dxk

? dx1 ∧ dx2 ∧ dx3 = dt ? dt ∧ dxi ∧ dxj = dxk

where (i j k) is an even permutation of (1 2 3). With this operator, if we compute d ? F we obtain

d ? F = d

−∑
i,j,k

εijkEidx
j ∧ dxk +

3∑
i=1

Bi dx
i ∧ dt

 = −
(
∂E1

∂x1
+
∂E2

∂x2
+
∂E3

∂x3

)
dx1 ∧ dx2 ∧ dx3

+

(
∂B3

∂x2
− ∂B2

∂x3
− dE1

dt

)
dx2 ∧ dx3 ∧ dt+

(
∂B3

∂x1
− ∂B1

∂x3
+
dE2

dt

)
dx1 ∧ dx3 ∧ dt

+

(
∂B2

∂x1
− ∂B1

∂x2
− dE3

dt

)
dx1 ∧ dx2 ∧ dt

So we have that

?d ? F =

(
∂B3

∂x2
− ∂B2

∂x3
− dE1

dt

)
dx1 +

(
∂B1

∂x3
− ∂B3

∂x1
− dE2

dt

)
dx2 +

(
∂B2

∂x1
− ∂B1

∂x2
− dE3

dt

)
dx3

−∇ ·E dt

2See chapter 3.1.1 for the general definition of the Hodge star operator.
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Let us define the current form J =
∑3

i=1 jidx
i − ρdt, where j1, j2, j3 are the components of the

electric current density, Hence, by the previous computation, we have that the Gauss’s law and the

Ampère equations are equivalent to ?d ? F = J . Therefore, in this setting, the Maxwell’s equations

are equivalent to

dF = 0 ? d ? F = J

In particular, if we are looking for equations in vacuum, J = 0 and the Maxwell equations can be

restated as

dF = 0 d ? F = 0

As we will see, this is the starting point of a more general equation, the Yang-Mills equation, that is

in the core of a very more abstract theory, known as gauge theory. This theory, that can be used to

model high-energy physics, is, connects mathematics and physics in such a powerful way that, even

now, it is under very intense research.

1.2 Review of Lie Group Theory

First of all, let us note that along this section and the subsequents of this chapter, we will work

exclusively in the smooth category, that is, all manifolds and maps will be C∞ differentiable.

Recall that a Lie group G is a manifold that also has structure of group, and such that the group

operations are C∞ maps. Intrinsically associated to the a real Lie group G is its Lie algebra g. By

definition, a Lie algebra g is a R-vector space with a anticommutative linear map [·, ·] : g × g → g

that satifies the Jacobi identity. The Lie algebra of G is the left-invariant vector fields with the Lie

bracket or, equivalently, the tangent space at the identity with the Lie bracket of their left-invariant

extensions. We can go back and forth between both worlds using the exponential map exp : g → G

(or, at least, defined on an neighbourhood of 0 ∈ g). We will denote by Lg : G→ G and Rg : G→ G

the left-product and right-product automorphisms, respectively, that is Lg(h) = gh and Rg(h) = hg.

Given g ∈ G, we can define the conjugation map cg : G → G given by cg(h) = ghg−1. Hence, we

define the adjoint representation of G, Ad : G → GL(g) as Ad(g) = (cg)∗e.
3 We will denote

Adg := Ad(g) ∈ GL(g).

Suppose now that G is a matrix group, that is G ⊆ GL(V ), for some vector space V . In this case, the

adjoint representation is simple conjugation. Indeed, if ξ ∈ g and A ∈ G, we have that

AdA(ξ) =
d

dt

∣∣∣∣
t=0

cA(exp(tξ)) =
d

dt

∣∣∣∣
t=0

Aexp(tξ)A−1 = A

(
d

dt

∣∣∣∣
t=0

exp(tξ)

)
A−1 = AξA−1

3Furthermore, diferentiating one more time, we have the adjoint representation of g, ad = (Ad∗)e : g→ gl(g). It holds
ad(ξ)(χ) = [ξ, χ] for all ξ, χ ∈ g.
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Moreover, for a differentiable manifold M and a Lie algebra g, we can extend the notion of k-forms to

the space of k-differential forms with values in g, Ωk(M, g) := g⊗ Ωk(M). In this space, we can

extend several operations:

• Exterior derivative: Let us fix a basis ξ1, . . . , ξn of g. Then, using this basis, every ω ∈ Ωk(M, g)

can be written in an unique way

ω =

n∑
i=1

ξi ⊗ ωi

where ωi ∈ Ωk(M). Then, we define dω ∈ Ωk+1(M, g) by

dω =
n∑
i=1

ξi ⊗ dωi

This definition does not deppend on the basis choosen (essentially, because any change of matrix

is constant along M) so dω is well defined.

• Graded Lie bracket : Let ω ∈ Ωp(M, g) and let η ∈ Ωq(M, g). Then, we define the graded Lie

bracket of ω and η, [ω, η] ∈ Ωp+q(M, g), by

[ω, η](X1, . . . , Xp+q) =
1

p!q!

∑
σ∈Sp+q

sign(σ)[ω(Xσ(1), . . . , Xσ(p)), η(Xσ(p+1), . . . , Xσ(p+q))]

for all vector fields X1, . . . , Xp+q on M . It satisfies the following identities

– Graded commutation: For ω ∈ Ωp(M, g) and η ∈ Ωq(M, g)

[ω, η] = (−1)pq+1[η, ω]

– Graded Jacobi identity : For ω ∈ Ωp(M, g), η ∈ Ωq(M, g) and δ ∈ Ωr(M, g)

(−1)pr[[ω, η], δ] + (−1)pq[[η, δ], ω] + (−1)qr[[δ, ω], η] = 0

Remark 1.2.1. If ω = η is a 1-form, we have

[ω, ω](X1, X2) = [ω(X1), ω(X2)]− [ω(X2), ω(X1)] = 2[ω(X1), ω(X2)]

• Wedge product : Let us fix a basis ξ1, . . . , ξn of g. Let ω ∈ Ωp(M, g), η ∈ Ωq(M, g), written in

this basis as ω =
∑
ωi ⊗ ξi and η =

∑
ηj ⊗ ξj . Then, we define ω ∧ η ∈ Ωp+q(M, g) as

ω ∧ η =

n∑
i,j=1

[ξi, ξj ]⊗ (ωi ∧ ηj)
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Again, this definition does not depend on the basis choosen. Furthermore, it holds

[ω, η] = ω ∧ η + (−1)pqη ∧ ω d (ω ∧ η) = dω ∧ η + (−1)pω ∧ dη

For computational purposes, if G is a matrix group (so g is a vector subspace of the space of

matrices gl(n,R) for some n > 0 and the Lie bracket is the commutator) we can describe ω ∧ η
in a more manegable way. Let us write ω and η as matrices of p-forms and q-forms, respectively.

Then ω ∧ η is the matrix obtained by matrix product of ω and η where the entries (elements of

Ω∗(M)) are multiplied by wedge product.

1.3 Connections on Vector Bundles

Recall that a vector bundle with base manifold M and fiber a vector space V is a fiber bundle

E
π→ M such that each fiber has a vector space structure isomorphic to V and such that, for all

trivilizing neighbourhood U ⊆M and diffeomorphism ϕU : π−1(U)→ U×V the map ϕU |Ex : Ex → V

is a linear isomorphism. Equivalently, the transition functions between trivializing neighbourhoods Uα

and Uβ, gαβ, defined by ϕα ◦ ϕ−1
β (x, v) = (x, gαβ(x)(v)) are linear automorphisms for all x ∈ Uα ∩Uβ,

that is gαβ : Uα ∩ Uβ → GL(V ). We will call the rank of E to the dimension of V .

In this context, we define a connection on a vector bundle as generalization of an affine connection on

the tangent bundle of a smooth manifold, as used in riemannian geometry. Good references for the

topic are [4], [42], [11] or [43].

Definition 1.3.1. Let E
π→M a vector bundle over a differentiable manifold M . An affine connec-

tion (also known simply as connection or covariant derivative) is a map∇ : Γ(E)→ Γ(E)⊗Ω1(M)

such that

• Additivity : ∇(σ1 + σ2) = ∇(σ1) +∇(σ2) for σ1, σ2 ∈ Γ(E).

• Leibniz rule: ∇(f σ) = f ∇(σ) + σ ⊗ df for all σ ∈ Γ(E) and f ∈ C∞(M).

We will denote the set of all affine connections over E by AE . Given a vector field X over M , we will

denote by ∇X : Γ(E)→ Γ(E) the endomorphism defined as ∇X(σ) = ∇(σ)(X) for all σ ∈ Γ(E).

Example 1.3.2. The exterior diferential d is an affine connection on Ωk(M). In particular, d is an

afine connection on C∞(M), seen as R-vector bundle.

Example 1.3.3. Every connection ∇, in the sense of riemannian geometry, induces an affine connec-

tion on TM .

Example 1.3.4. Let us take a trivial vector bundle E = M × V π→ M . Let us take a basis of V ,

v1, . . . , vn and we define e1, . . . , en : M → M × V by e1(x) = (x, v1), . . . , en(x) = (x, vn). Observe
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that e1(x), . . . , en(x) is a basis of Ex for all x ∈ M so, for every section σ ∈ Γ(E) there exist unique

σ1, . . . , σn ∈ C∞(M) such that σ(x) =
∑
σi(x)ei(x) for all x ∈M .

In this case, we have that the map d : Γ(E)→ Γ(E)⊗ Ω1(M) given by

d(σ) = d

(∑
i

σiei

)
=
∑
i

ei ⊗ dσi

is an affine connection. Furthermore, if we take 1-forms Aji ∈ Ω1(M) for i, j = 1, . . . n, then we can

define the affine connection d+A : Γ(E)→ Γ(E)⊗ Ω1(X) given by

(d+A) (σ) = (d+A)

(∑
i

σiei

)
= d

(∑
i

σiei

)
+A

(∑
i

σiei

)
=
∑
i

ei ⊗ dσi +
∑
i,j

ej ⊗ σiAji

Equivalently, gathering together the Aij in a matrix of 1-forms A =
(
Aji

)n
i,j=1

∈ Ω1(M,End(V )) =

Ω1(M, gl(V )) we have just define

(d+A) (σ) = d(σ) +A(·)(σ)

Observe that A(·)(σ) ∈ Ω1(M)⊗Γ(E). However, the key point is that all the connection on E = M×V
are of this form. Indeed, if ∇ is any affine connection on E, it should satisfy

∇(σ) = ∇

(∑
i

σiei

)
=
∑
i

ei ⊗ dσi +
∑
i

σi∇(ei) =
∑
i

ei ⊗ dσi +
∑
i,j

ej ⊗ σiAji = (d+A) (σ)

where ∇(ei) =
∑

j ej ⊗A
j
i .

4 Therefore, we have just prove that, in a trivial model, all the connections

are of the form d+A for some A ∈ Ω1(M, gl(V )). In this case, A is called the gauge potential of ∇.

In the general case, let E
π→ M be any vector bundle of fiber V , and let ϕU : π−1(U) → U × V be a

trivialization of the bundle. Choosing a basis of V v1, . . . , vn, we can take a basis of sections e1, . . . , en :

U → π−1(U) ⊆ E by ei(x) = φ−1
U (x, vi) for i = 1, . . . , n. Then, using the previous example, we can

locally write, with respect to this trivialization and basis, ∇|π−1(U) = d+AU with AU ∈ Ω1(U, gl(V )).

Therefore, locally, all the connections are of the form d+A for some A ∈ Ω1(U, gl(V )).

Let us study how the gauge potential 1-forms change when passing from a trivializing neighbourhood

to another. Suppose that Uα, Uβ ⊆ M are two trivializing neighbourhoods of E with Uα ∩ Uβ 6= ∅.
Then, on Uα, ∇ = d + Aα and, on Uβ, ∇ = d + Aβ. Let us take bases of sections eα1 , . . . , e

α
n on

Uα and eβ1 , . . . , e
β
n on Uβ. Using Einstein summation convention,5 observe that eβi = gαβ

j
ie
α
j where

gαβ : Uα ∩ Uβ → GL(V ) are the transition functions. Then, on Uα ∩ Uβ we have

∇(eβi ) = ∇(gαβ
j
ie
α
j ) = eαk ⊗ d

(
gαβ

k
i

)
+ gαβ

j
i∇(eαj ) = eαk ⊗ d

(
gαβ

j
i

)
+ gαβ

j
ie
α
k ⊗Aαkj

4In the riemannian jargon, Γjik := Aji
(
∂
∂xk

)
are the Christoffel symbols where ∇ acts on TM .

5That is, a repeated index up and down means an elipsed sum in that index.
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and, since ∇(eβi ) = eβj ⊗ Aβ
j
i = gαβ

k
j e
α
k ⊗ Aβ

j
i . Therefore, using matrix product and dgαβ as a matrix

of 1-forms we have that

gαβAβ = dgαβ +Aαgαβ

or, equivalently

Aβ = g−1
αβdgαβ + g−1

αβAαgαβ

Remark 1.3.5. We can write this formula in the invariant form

Aβ(Xx) =
(
Lg−1

αβ (x) ◦ gαβ
)
∗

(Xx) +Adg−1
αβ (x)(Aα(Xx))

Indeed, let γ : (−ε, ε)→ U be a curve with γ′(0) = Xx. Then, we have that

Lg−1
αβ (x)∗

(gαβ∗(Xx)) = Lg−1
αβ (x)∗

(
d

dt

∣∣∣∣
t=0

gαβ(γ(t))

)
=

d

dt

∣∣∣∣
t=0

Lg−1
αβ (x) (gαβ(γ(t)))

=
d

dt

∣∣∣∣
t=0

g−1
αβ (x)gαβ(γ(t)) = g−1

αβ (x)
d

dt

∣∣∣∣
t=0

gαβ(γ(t)) = g−1
αβ (x) dgαβ(Xx)

and, for the other term, we have only to remember that Ad in a matrix group is simple conjugation,

so

Adg−1
αβ (x)(Aα(Xx)) = g−1

αβ (x)Aα(Xx)gαβ(x)

In fact, this introduces the idea of what is the structure of the space of affine connections on a vector

bundle.

Proposition 1.3.6. Given a vector bundle E
π→ M , the set of affine connections over E, AE, is an

affine space with underlying vector space Ω1(M,End(E)).

Proof. First of all, let ∇ be an affine connection over E and A ∈ Ω1(M,End(E)). Let us define

∇′ = ∇+A : Γ(E)→ Γ(E)× Ω1(M) by

∇′X(σ) = ∇X(σ) +A(X)(σ)

where σ ∈ Γ(E) and X is a vector field on M . Observe that ∇′ is an affine connection, because it has

the additivity property (since ∇ and A have it) and, for the Leibniz rule

∇′X(fσ) = ∇X(fσ) +A(X)(fσ) = X(f)σ + f∇X(σ) + fA(X)(σ)

= X(f)σ + f (∇X(σ) +A(X)(σ)) = X(f)σ + f∇′X(σ)

so, ∇′ is an affine connection on E.
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Now, recall that an affine space is a space with a transitive free action of a vector space. So, let

us define the action (on the right) of Ω1(M,End(E)) on AE by ∇ · A = ∇ + A, for ∇ ∈ AE and

A ∈ Ω1(M,End(E)). We just have checked that · is an action on AE , and it is free.

Therefore, it is enough to prove that this action is transitive or, equivalently, that, given two affine

connections ∇1,∇2 on E, ∇1 − ∇2 lives in Ω1(M,End(E)). Moreover, it is enough to check that

∇1,∇2 is a homomorphism of C∞(M)-modules ∇1 −∇2 : Γ(E)→ Ω1(M)⊗ Γ(E) since, in that case,

we will be a tensor so we will have that

∇1 −∇2 ∈ Ω1(M)⊗ Γ(E)⊗ Γ(E∗) ∼= Γ(T ∗M ⊗ E ⊗ E∗) ∼= Γ(T ∗M ⊗ End(E)) ∼= Ω1(M,End(E))

Of course, additivity is easy, so the only non-trivial fact is the C∞(M)-lineality. For this, observe

that, given f ∈ C∞(M) and σ ∈ Γ(E) we have

(∇1 −∇2)(fσ) = ∇1(fσ)−∇2(fσ) = (σ ⊗ df + f∇1(σ))− (σ ⊗ df + f∇2(σ)) = f (∇1 −∇2) (σ)

as we wanted to prove. �

1.3.1 Covariant Exterior Derivative

Hereupon, let us fix a vector bundle E
π→ M with fiber V . We can enlarge this vector bundle and

define the space of k-differential forms with values in E

Ωk(E) := Γ(E)⊗ Ωk(M) = Γ(E ⊗ ΛkM)

Recall that a tensor product inherits the module structure of any of its factor. For example, since

Ω∗(M) is a ring with the wedge product, we can define, for σ ∈ Γ(E) and ω, η ∈ Ω∗(M)

(σ ⊗ ω) ∧ η := σ ⊗ (ω ∧ η)

Therefore, given an affine connection ∇ over E we can use this information to create a generalization

of the exterior derivative, called the covariant exterior derivative. This is defined, for all k ≥ 0 as

the map d∇ : Ωk(E)→ Ωk+1(E) given on basic elements by

d∇(σ ⊗ ω) := ∇(σ) ∧ ω + σ ⊗ dω

Remark 1.3.7. If we take k = 0, then, in this level, the covariant exterior derivative d∇ : Ω0(E) =

Γ(E) → Ω1(E) = Γ(E) ⊗ Ω1(M) reduces to d∇ = ∇. If we take E = M × R, the trivial vector

bundle of rank 1, then Γ(E) = C∞(M) so Ωk(E) = Ωk(M). Furthermore, E admits the connection

∇ = d : Ω0(E) = C∞(M) → Ω1(M), the usual exterior derivative in functions, so the covariant
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exterior derivative associated to this connection is the usual exterior derivative in forms d∇ = d :

Ωk(M)→ Ωk+1(M).

Remark 1.3.8. The previous definition of covariant exterior derivative comes from a general construc-

tion. Suppose that we have two vector bundles E1
π1→M and E2

π2→M with affine connections ∇1,∇2.

We can define a conection ∇ on E1 ⊗ E2 given by

∇(σ1 ⊗ σ2) = ∇1(σ1)⊗ σ2 + σ1 ⊗∇2(σ2)

for σ1 ∈ Γ(E1), σ2 ∈ Γ(E2). Observe that we have defined (σ1 ⊗ ω)⊗ σ2 := (σ1 ⊗ σ2)⊗ ω. Moreover,

∇ induces a conection on E∗, ∇∗, given by

d(µ(σ)) = ∇∗(µ)(σ) + µ(∇(σ))

for all σ ∈ Γ(E) and µ ∈ Γ(E∗).

1.3.1.1 Connections and holomorphicity

Finally, let us do a brief digresion for the relation between connections and holomorphicity. Let us

suppose that M is a complex manifold and E →M is a C∞-complex vector bundle. In that case, the

almost complex structure on M induces a decomposition at the level of forms

Ωk
C(M) =

⊕
p+q=k

Ωp,q(M)

and, defining Ωp,q(E) := Γ(E)⊗ Ωp,q(M), this bigrading can be extended to a bigrading

Ωk
C(E) =

⊕
p+q=k

Ωp,q(E)

Moreover, since the almost complex structure of M integrates, we have a decomposition of the exterior

derivative on M in terms of the Dolbeault and anti-Dolbeault operators

d = ∂ + ∂

with ∂ : Ωp,q(M)→ Ωp+1,q(M) and ∂ : Ωp,q(M)→ Ωp,q+1(M). Hence, since d∇ is a combination of ∇
and d, we also have a decomposition

d∇ = ∂∇ + ∂∇

with ∂∇ : Ωp,q(E)→ Ωp+1,q(E) and ∂∇ : Ωp,q(M)→ Ωp,q+1(M), respectively called the anti-Dolbeault

and Dolbeault covariant exterior derivatives of ∇.

On the other hand, let us suppose that E → M is, not only a C∞-complex vector bundle, but a

holomorphic vector bundle, i.e., E is a complex manifold and π : E → M is holomorphic. In that
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case, we can define an operator

∂E : Ω0(E)→ Ω0,1(E)

be decreeing that

• ∂E(σ1 + σ2) = ∂E(σ1) + ∂E(σ2) for σ1, σ2 ∈ Γ(E).

• ∂E(fσ) = ∂fσ + f∂E(σ) for f ∈ C∞(M) and σ ∈ Γ(E).

• ∂E(σ) = 0 on an open set U ⊆M if and only if σ is an holomorphic section σ : π−1(U)→ U .

Remark 1.3.9. This operator ∂E : Ω0(E)→ Ω0,1(E) can be extended to and operator ∂E : Ωp,q(E)→
Ωp,q(E) for any p, q ≥ 0 by ∂E(σ ⊗ ω) = ∂E(σ) ⊗ ω + σ∂(ω), for σ ∈ Γ(E) and ω ∈ Ωp,q(M).

Furthermore, this operator coincides with a natural one in a special case. Suppose than the com-

plex dimension of M is n, and let KM = Ωn,0(M) be the canonical bundle of M , with its natural

holomorphic structure. Then, it can be proven that, in the (n, 0)-bigrading, the operator

∂E : Ωn,0(E) = Γ(E ⊗KM )→ Ωn,1(E) = Γ(E ⊗KM )⊗ Ω1(M)

coincides with the operator ∂E×KM for the holomorphic structure on E × KM . In particular, given

Φ ∈ Ωn,0(E), we have that ∂EΦ = 0 if and only if Φ is holomorphic in E ×KM .

In some sense, this two concepts are equivalent, as explained in the following theorem, whose proof

can be found in [44].

Theorem 1.3.10. Let M be a complex manifold.

• Let E → M be a C∞-complex vector bundle and let ∇ be a connection on E. If we have

∂
2
∇ = ∂∇ ◦ ∂∇ = 0, then there exists an unique complex structure on E such that E → M is a

holomorphic vector bundle and ∂E = ∂∇.

• Let E → M be an holomorphic vector bundle. There exists an unique connection ∇ on E such

that ∂E = ∂∇.

1.3.2 Curvature on Vector Bundles

Let E be a trivial vector bundle with d∇ = d. In that case, we automaticaly have d ◦ d = 0. However,

in general it is not true that d∇ ◦ d∇ = 0, that is, the complex

Ω0(E)
d∇→ Ω1(E)

d∇→ Ω2(E)
d∇→ . . .

is not necessary an exact sequence. The curvature mesures how far a connection is of having that

complex exact.
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Definition 1.3.11. Let E
π→ M be a vector bundle with fiber V and structure group G ⊆ GL(V )

and let ∇ be an affine connection on E. The curvature of ∇, F∇ is the map

F∇ := d∇ ◦ d∇ : Ω0(E)→ Ω2(E)

A connection ∇ is called flat if F∇ = 0.

Remark 1.3.12. In a trivial vector bundle with covariant exterior derivative d∇ = d we have F∇ =

d ◦ d = 0, so, ∇ is flat.

Proposition 1.3.13. F∇ is a tensor, that is, it is C∞(M)-linear.

Proof. It is simply a long computation. Let σ ∈ Γ(E) and f ∈ C∞(M) and let us write ∇σ = σi ⊗ ωi
for some σi ∈ Γ(E) and ωi ∈ Ω1(M). Then we have

F∇(fσ) = d∇(d∇(fσ)) = d∇(∇(fσ)) = d∇(f∇σ + σ ⊗ df) = d∇(f∇σ) +∇σ ∧ df + σ ⊗ d2f

= d∇(fσi ⊗ ωi) +∇σ ∧ df = ∇(fσi) ∧ ωi + fσi ⊗ dωi +∇σ ∧ df

=
(
σi ⊗ df + f∇(σi)

)
∧ ωi + fσi ⊗ dωi +∇σ ∧ df

= σi ⊗ df ∧ ωi + f∇(σi) ∧ ωi + fσi ⊗ dωi + σi ⊗ ωi ∧ df

= f∇(σi) ∧ ωi + fσi ⊗ dωi = f d∇(σi ⊗ ωi) = fd∇(∇(σ)) = fF∇(σ)

as we wanted to prove. �

As consequence of this proposition, since F∇ is a tensor, it can be seen as living in

(Ω0(E))∗ ⊗ Ω2(E) = Γ(E)∗ ⊗ Γ(E)⊗ Ω2(M) ∼= Γ(E ⊗ E∗ ⊗ Λ2T ∗M) = Ω2(End(E))

and, abusing of notation, we will also denote this tensor by F∇ ∈ Ω2(End(E)).

1.3.2.1 Curvature in the trivial model

In this section, let us suppose that our vector bundle E → M is trivial, that is E = M × V for some

finite dimensional R-vector space V . Also, we will fix a basis v1, . . . , vn of V and an affine connection

∇ on E. This will allow us to do some explicit computations on E that will be easily translated to

the general case.

The first consequence of the triviality of the vector bundle is that the endomorphism bundle End(E)

is also trivial, that is End(E) = M × End(V ) = M × gl(V ). Therefore, the space Ω∗(M,End(E))

is canonically isomorphic to Ω∗(M, gl(V )). The second consequence of this reductions is that the

connection ∇ has the special form of

∇ = d+A



Chapter 1. Gauge Theory 12

for some A ∈ Ω1(M,End(E)) = Ω1(M, gl(V )).

This space Ω∗(M,End(E)) = Ω1(M, gl(V )) will play a very important role in our computations. First

of all, we can extend the wedge product to a map ∧ : Ωp(M,End(E))×Ωq(M,E)→ Ωp+q(M,E). This

map, for basic elements T ⊗ ω and σ ⊗ η for T ∈ Γ(End(E)), σ ∈ Γ(E), ω ∈ Ωp(M) and η ∈ Ωq(M),

is defined as

(T ⊗ ω) ∧ (σ ⊗ η) := T (σ)⊗ (ω ∧ η)

Remark 1.3.14. If σ ∈ Γ(E) = Ω0(M,E), then Ω ∧ σ = Ω(σ) for all Ω ∈ Ω∗(M,End(E)).

Using this wedge product, we can rewrite the covariant exterior derivative in a more explicit way.

Proposition 1.3.15. Let E = M ×V be a trivial vector bundle with an affine connection ∇ = d+A,

then

d∇(Ω) = dΩ +A ∧ Ω

for all Ω ∈ Ω∗(M,E)

Proof. The proof is only a computation. Without lost of generality, we can suppose that Ω is a basic

element, let us say Ω = σ ⊗ ω for σ ∈ Γ(E) and ω ∈ Ω∗(M). Then, we have

d∇(σ ⊗ ω) = ∇σ ∧ ω + σ ⊗ dω = ((d+A)σ) ∧ ω + σ ⊗ dω

= dσ ∧ ω +Aσ ∧ ω + σ ⊗ dω

While, for the other term, we have

d(σ ⊗ ω) +A ∧ (σ ⊗ ω) = dσ ∧ ω + σ ⊗ dω +A ∧ (σ ⊗ ω)

Therefore, it is enough to prove that A∧(σ⊗ω) = Aσ∧ω. Let us write A = T ij ⊗A
j
i , where T ij ∈ gl(V )

does T ij (ei) = ej and T ij (ek) = 0 for k 6= i, and σ = σkek. Hence, we have

A ∧ (σ ⊗ ω) =
(
T ij ⊗A

j
i

)
∧ (σkek ⊗ ω) = σkT ij (ek)⊗A

j
i ∧ ω = σiej ⊗Aji ∧ ω

Aσ ∧ ω = (T ij ⊗A
j
i )(σ

kek) ∧ ω = σkT ij (ek)⊗A
j
i ∧ ω = σiej ⊗Aji ∧ ω

as we wanted. �

With this explicit form of the covariant exterior derivative, we can compute F∇ explicitly, usually

known as the structure equation.

Corollary 1.3.16 (Structure equation). Let E = M × V be a trivial vector bundle with an affine

connection ∇ = d+A. Then, it holds

F∇ = dA+A ∧A = dA+
1

2
[A,A]
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Proof. Again,

F∇(σ) = d∇(d∇(σ)) = (d+A∧) ((d+A)(σ)) = (d+A∧) (dσ +A ∧ σ)

= d2σ + d (A ∧ σ) +A ∧ dσ +A ∧A ∧ σ = dA ∧ σ −A ∧ dσ +A ∧ dσ +A ∧A ∧ σ

= (dA+A ∧A)(σ)

where we have used that d(A∧σ) = dA∧σ+(−1)pA∧dσ for A ∈ Ωp(M,End(E)) and σ ∈ Ωq(M,E) �

Overlooking following questions, we need to examine the case of the endomorphism bundle End(E).

Recall that, given a affine connection ∇ on E, we have automatically defined a connection on End(E),

also denoted by ∇, with the requirement that

∇(B(σ)) = (∇B)(σ) +B(∇σ)

for B ∈ Γ(End(E)) and σ ∈ Γ(E).

Proposition 1.3.17. Let E = M × V be a trivial vector bundle with an affine connection ∇ = d+A

and let End(E) = M×gl(V ) be its endomorphism bundle. Then, the induced connection ∇ on End(E)

operates by means of the Lie bracket in the following way.

∇B = dB + [A,B]

for all B ∈ Γ(End(E)).

Proof. Let us write A = T ij ⊗ A
j
i . Then, for σ = σiei ∈ Γ(E) and B = Bj

i T
i
j ∈ Γ(End(E)) we have

Bei = Bj
i ej so

∇(B(σ)) = ∇(B(σiei)) = ∇(σiBj
i ej) = σiej ⊗ dBj

i +Bj
i∇(σiej)

= σiej ⊗ dBj
i +Bj

i ej ⊗ dσ
i +Bj

i σ
iek ⊗Akj

while, for the other term, we have

B(∇σ) = B(∇(σiei)) = B(ei ⊗ dσi + σiej ⊗Aji ) = Bj
i ej ⊗ dσ

i + σiBk
j ek ⊗A

j
i

so, putting all together, we have

(∇B)(σ) = ∇(B(σ))−B(∇σ) = σiej ⊗ dBj
i +Bj

i σ
iek ⊗Akj − σiBk

j ek ⊗A
j
i = dB(σ) + [A,B]σ

as we wanted to prove. �

With this computation in hand, we can prove
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Corollary 1.3.18 (Bianchi identity). Let E = M ×V be a trivial vector bundle with a connection ∇,

covariant exterior derivative d∇ and curvature F∇. Then, it holds

d∇F∇ = 0

Proof. This computation uses the structure equation and the explicit formula for the connection on

End(E). Then, using that [A,A ∧ A] = [A, 1/2[A,A]] = 0 by the graded Jacobi identity, d(ω ∧ η) =

dω ∧ η(−1)pq+1ω ∧ dη and [ω, η] = −(−1)pq[η, ω] for ω ∈ Ωp(M,End(E)) and η ∈ Ωq(M,End(E)) we

have

d∇F∇ = dF∇ + [A,F∇] = d(dA+A ∧A) + [A, dA+A ∧A] = d(A ∧A) + [A, dA] + [A,A ∧A]

= dA ∧A−A ∧ dA+ [A, dA] = [dA,A] + [A, dA] = 0

as we wanted to prove. �

1.3.2.2 Return to the general case

Now, let us take a general vector bundle E →M with fiber V , not necessarelly trivial, with an affine

connection ∇ on it. Let us fix a basis of V an let us consider {Uα}α∈Λ a covering of M of trivializing

open sets. Then, for every α ∈ Λ, we can consider ∇α := ∇|π−1(Uα). Since π−1(Uα) is isomorphic to a

trivial vector bundle, then we have that there exists A ∈ Ω1(Uα, End(E)) = Ω1(Uα, gl(V )) such that

∇α = d+Aα.

Let us write F∇α ∈ Ω2(Uα, End(E)) = Ω2(Uα, gl(V )) for the pullback of the curvature to this trivial-

izing open set Uα ⊆ M . Then, since the connection only depends on a small neighbourhood around

the considered point and the curvature is tensorial, all the identities valid in a trivial model can be

translated to identities for F∇α. In particular, we have the structure equation.

Proposition 1.3.19 (Structure equation). Let E → M be a vector bundle with a connection ∇ and

curvature F∇. Let Uα ⊆ M be a trivializing open set and let F∇α be the pullback of the curvature to

this open set. Then, if ∇α = d+Aα we have

F∇α = dAα +Aα ∧Aα = dAα +
1

2
[Aα, Aα]

Furthermore, since the Bianchi identity can be stated pointwise, working locally in a trivial model and

using the Bianchi identity for the trivial model, we have

Corollary 1.3.20 (Bianchi identity). Let E →M be a vector bundle with a connection ∇, covariant

exterior derivative d∇ and curvature F∇. Then, it holds

d∇F∇ = 0
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Remark 1.3.21. Using the structure equations, we can also recover the classical notion of curvature

in riemannian geometry. Indeed, let us take a vector bundle E → M with a connection ∇ and let

n = dimM . By the structure equations, in a trivializing open set U ⊆M , we have, locally

F∇ = dA+
1

2
[A,A]

so, in particular, for the coordinate vector basis
{

∂
∂x1 , . . . ,

∂
∂xn

}
, writing Ai = A

(
∂
∂xi

)
, we have

F∇ij = F∇

(
∂

∂xi
,
∂

∂xj

)
= dA

(
∂

∂xi
,
∂

∂xj

)
+

1

2
[A,A]

(
∂

∂xi
,
∂

∂xj

)
=

∂

∂xi
Aj −

∂

∂xj
Ai −A

([
∂

∂xi
,
∂

∂xj

])
+ [Ai, Aj ]

=
∂

∂xi
Aj −

∂

∂xj
Ai + [Ai, Aj ]

However, this formula can be recognized as a more familiar formula. In fact, let us define the Riemann

curvature tensor R : Γ (TM)⊗ Γ (TM)→ Γ (End (E)) by

R∇ (X,Y )σ := ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ

it is a straighforward computation (see [4]) that, locally, the components of R are

R∇ij =
∂

∂xi
Aj −

∂

∂xj
Ai + [Ai, Aj ]

Therefore, both tensor agree locally so, by tensoriality, they agree locally. That is, seen F∇ as map

F∇ : Γ (TM)× Γ (TM)→ Γ (End (E)) we have

F∇(X,Y ) = R∇ (X,Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ]

which agrees with the usual definition of curvature in riemannian geometry.

Finally, in order to complete this section, let us examine how the local expresion of F∇ varies from a

chart to another. Suppose that we have two trivializing open sets Uα, Uβ ⊆M with Uα ∩ Uβ 6= ∅ and

let gαβ : Uα ∩ Uβ → GL(V ) be their transition function. Let us write ∇α = d+Aα and ∇β = d+Aβ

Recall that, under this change of coordinates, the change in the gauge potential A is

Aβ = g−1
αβdgαβ + g−1

αβAαgαβ

So, let us compute. For the exterior differential we have

dAβ = d
(
g−1
αβdgαβ

)
+ d

(
g−1
αβAαgαβ

)
= dg−1

αβ ∧ dgαβ + dg−1
αβ ∧Aαgαβ + g−1

αβAαgαβ − g
−1
αβAα ∧ dgαβ
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and, for the wedge product

Aβ ∧Aβ =
(
g−1
αβdgαβ + g−1

αβAαgαβ, g
−1
αβdgαβ + g−1

αβAαgαβ

)
= g−1

αβdgαβ ∧ g
−1
αβdgαβ

+ g−1
αβdgαβ ∧ g

−1
αβAαgαβ + g−1

αβAα ∧ dgαβ + g−1
αβAα ∧Aαgαβ

Hence, we have

F∇β = dAβ +Aβ ∧Aβ =
(
dg−1
αβ ∧ dgαβ + dg−1

αβ ∧Aαgαβ + g−1
αβAαgαβ

)
+
(
g−1
αβdgαβ ∧ g

−1
αβdgαβ + g−1

αβdgαβ ∧ g
−1
αβAαgαβ + g−1

αβAα ∧Aαgαβ
)

= g−1
αβF∇αgαβ +

(
dg−1
αβ + g−1

αβdgαβg
−1
αβ

)
∧ dgαβ +

(
dg−1
αβ + g−1

αβdgαβg
−1
αβ

)
∧Aαgαβ

= g−1
αβF∇αgαβ

where the last equality follows from

0 = d(g−1
αβgαβ) = dg−1

αβgαβ + g−1
αβdgαβ ⇒ dg−1

αβ + g−1
αβdgαβg

−1
αβ = 0

Therefore, we have just computed its change of coordinates rule

F∇β = g−1
αβF∇αgαβ

1.3.3 Compatible Connections

In general, we do not want that the transtion functions of our vector bundles were completely free.

Indeed, we will impose a very specific way of acting on it, given by a group G. As we will see, this is

very important to achive a satisfactory framework to work with.

Let E
π→ M be a vector bundle with fiber V . We will say that E has structure group6 G ⊆

GL(V ) (or, more generaly, with respect to a faithful representation ρ : G → GL(V )) if there exists a

trivializing covering of M , {Uα}α∈Λ, such that all the transition functions between them lie in G, that

is gαβ : Uα∩Uβ → G. These kind of trivializing coverings are called compatibles with the G-structure.

The vector bundle E having structure group G ⊆ GL(V ) corresponds to the idea that E has a structure

on it preserved by G. For example, if G = GL+(V ), then E is a GL+(V )-vector bundle if and only

if it is orientable. Moreover, if G = SL(V ), then it corresponds to choosing a volume form on E

and all the transition functions preserving this volume form. In addition, if G = O(V ), then E being

a O(V )-vector bundle corresponds to having a bundle metric an all the transition functions beeing

linear isometries with respect to this metric. Finally, if G = GL(n,C) ⊆ GL(2n,R), then E is a

GL(n,C)-vector bundle if and only if E admits an almost-complex structure.

6Gauge group for physicists, but we reserve this word for another notion.
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Now, suppose that our vector bundle E has structure group G ⊆ GL(V ). Then, we can restrict our

attention only to connections that, in some sense, are compatible with the G-structure.

Definition 1.3.22. Let E
π→ M be a vector bundle with fiber V (with a fixed basis) and structure

group G ⊆ GL(V ). Let {Uα}α∈Λ be a trivializing covering of M whose transition functions lie on G,

that is gαβ : Uα ∩ Uβ → G. A connection ∇ ∈ AE is called a affine G-connection or compatible

with the G-structure if, for all α ∈ Λ, writting ∇|π−1(Uα) = d + Aα, we have Aα ∈ Ω1(M, g) ⊆
Ω1(M, gl(V )). We will denote the set of G-connections as AGE ⊆ AE .

Remark 1.3.23. Recall that, from 1.3.5, we have the invariant form of the change of coordinates formula

Aβ(Xx) =
(
Lg−1

αβ (x) ◦ gαβ
)
∗

(Xx) +Adg−1
αβ (x)(Aα(Xx))

that is also valid when we consider a matrix group G ⊆ GL(V ). In particular, if Uα, Uβ ⊆ M are

compatibles with the G-structure of E, then gαβ : Uα ∩ Uβ → G. Hence, since

Adg−1
αβ (x) : g→ g

(
Lg−1

αβ (x) ◦ gαβ
)
∗

: TM → g

we have that if Aα ∈ Ω1(M, g) then Aβ ∈ Ω1(M, g). Thus, the definition of a G-connection does not

depend on the trivializing covering and the basis of V used to compute de 1-form Aα choosen.

Example 1.3.24. Intuitively, as in the case of the structure group, ∇ beeing a G-connection corre-

sponds to the idea that ∇ preserves the structure induced on E by G. Let us ilustrate this idea with

and example. Suppose that our vector bundle E has a bundle metric 〈·, ·〉 7. Then, a connection ∇ is

said to be metric if, for all σ1, σ2 ∈ Γ(E) we have

d〈σ1, σ2〉 = 〈∇(σ1), σ2〉+ 〈σ1,∇(σ2)〉

or, equivalently, for all vector field X on M

X〈σ1, σ2〉 = 〈∇X(σ1), σ2〉+ 〈σ1,∇X(σ2)〉

Suppose that we have a metric connection∇ on a vector bundle E of rank n. Let {Uα}α∈Λ be a covering

of M of trivializing neighbourhoods that induces a O(n)-structure group reduction on E, that is, such

that gαβ : Uα ∩Uβ → O(n) (gαβ(x) is an isometry of Ex for all x ∈ Uα ∩Uβ). Let us take Uα ⊆M for

some α ∈ Λ. Using the trivial model, we can find sections e1, . . . , en : Uα → π−1(Uα) ⊆ E such that

e1(x), . . . , en(x) is an orthonormal basis of Ex for all x ∈ Uα. Now, let us write ∇|π−1(Uα) = d + A

for some A ∈ Ω1(M, gl(V )) with respect to this basis of sections e1, . . . , en. Then, since they are

orthogonal of each x ∈ Uα, we have

〈ei, ej〉 = δij

7That is, 〈·, ·〉 ∈ Γ(E∗ ⊗ E∗) which, in each fiber Ex, 〈·, ·〉 : Ex × Ex → R is a inner product (bilinear, simmetric and
definite-positive). For example, if M is a riemannian manifold, the riemannian metric is a bundle metric of TM .
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that is a constant function. Moreover, since in the trivialized model the ei have constant coefficients,

we have that dei = 0. Hence, using that ∇ is a bundle metric, for all vector field X on M we have

0 = X〈ei, ej〉 = 〈∇X(ei), ej〉+ 〈ei,∇X(ej)〉 = 〈AX(ei), ej〉+ 〈ei, AX(ej)〉

= 〈Aki (X)ek, ej〉+ 〈ei, Akj (X)ek〉 = Aki (X)δkj +Akj (X)δik = Aji (X) +Aij(X)

so Aji (X) = −Aij(X), that is, A(X) is skew-symmetric, or, equivalently, A(X) ∈ o(n). Hence, we have

that A ∈ Ω1(M, o(n)). Therefore, we have that, given a bundle metric, an O(n)-connection is the

same as a metric connection, that is, a connection that preserves the structure induced by O(n).

It is very remarkable that the definition of a compatible G-connection ∇ can be given in a slightly

different way, maybe more intrinsic, in a more general framework. Let us fix x ∈ M and Tx :

TxE → TxE an endomorphism of TxE. Let us take also a trivializing neighbourhood Uα ⊆ M of

x compatible with the G-structure and diffeomorphism ϕα : π−1(Uα) → Uα × V , and let us define

T̃αx := ϕα|Ex ◦ Tx ◦ ϕ−1
α |Ex : V → V . We will say that Tx lives in G if T̃αx is of the form

T̃αx (v) = ρ(gα)(v)

for some gα ∈ G. Analogously, Tx : Ex → Ex lives in g if T̃αx is of the form

T̃αx (v) = ρ∗(ξα)(v)

for some ξα ∈ g, where ρ∗ : g = TeG→ TeGL(V ) = End(V ).

It can be checked that this definition does not depend on the trivialization (Uα, ϕα). Specifically,

it can be shown that if Uβ is another G-compatible trivializing neighbourhood of x, then gβ =

gαβ(x)gαg
−1
αβ (x) ∈ G in the case living in G and ξβ = gαβ(x)gβg

−1
αβ (x) = Adgαβ(x)(ξ) ∈ Ad(g) in

the case living in g. However, as we have shown, gα ∈ G and ξα ∈ g do depend on the trivialization

choosen, so we can say that Tx lives in G (or g), but we can not assert which g ∈ G (or ξ ∈ g) is.

In this context, a map T ∈ End(E) is said to live in G (resp. in g) if Tx : Ex → Ex lives in G

(resp. in g) for all x ∈ M . Therefore, a connection ∇ ∈ AE is said to be compatible with the

G-structure if, for all trivializing Uα ⊆ M compatible with the G-structure, the associated gauge

potential (Aα)X : End(π−1(Uα))→ End(π−1(Uα)) lives in g for every vector field X on Uα.

In fact, from this definition, we can identify the fiber bundle structure of the space of endomorphisms

of E that live in g, let us call it End(E)g. Let {Uα}α∈Λ be a covering of M of trivializing open

sets for E compatible with the G-structure of E. Then, for every Uα let us define the map φα :

End(π−1(Uα))g → Uα× g by φα(Tx) = (x, ξTxα ), where T̃αx (v) = ρ∗(ξ
Tx
α )(v) in the trivial model defined

by Uα. Using charts it can be shown that φα is a diffeomorphism that commutes with the proyection

to M . Moreover, they are related by g̃αβ(x) = φβ|End(E)x ◦ φ−1
α |End(E)x : g→ g, g̃αβ(x) = Adgαβ(x).
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By the identification of fiber bundles with their transition functions, we have that End(E)g is iso-

morphic to the vector bundle over M with fiber g, structure group G and transition functions

g̃αβ = Ad ◦ gαβ : Uα ∩ Uβ → Ad(G) ⊆ GL(g). We will call this vector bundle gE .

Example 1.3.25. In particular, if G = GL(V ), then we have that gl(V )E = End(E) = E ⊗ E∗.

Putting all this information together and using proposition 1.3.6, we have just proven

Proposition 1.3.26. Given a G-vector bundle E
π→M , the set of affine connections over E compatible

with the G-structure, AGE, is an affine space with underlying vector space Ω1(M, gE).

1.3.3.1 Curvature of a G-connection

Let us suppose that E → M is a vector bundle of fiber V and structure group G and ∇ is a G-

compatible affine connection on E. Recall that, from this connection, we can define its curvature

F∇ ∈ Ω2(M,End(E)). However, observe that, in a trivializing open set Uα ⊂ M where ∇|π−1(Uα) we

have, by the structure equation, that

F∇α = dAα +
1

2
[Aα, Aα]

so, since Aα ∈ Ω1(Uα, g), we can see F∇α ∈ Ω2(Uα, g). Therefore, F∇ ∈ Ω2(M, gE) that is, F∇ is a

2-form with values in the bundle of Lie algebras gE , seen as a subbundle of End(E).

Recall that the change of coordinates rule for F∇ for trivializing open sets Uα, Uβ ⊆ M is that

F∇α ∈ Ω2(Uα, g) and F∇β ∈ Ω2(Uβ, g) are related by8

F∇β = g−1
αβF∇αgαβ = Adg−1

αβ
◦ Fα

Observe that, in general, gE is not trivial, gE 6∼= M×g so we can not say that F∇ ∈ Ω2(M, g). However,

if G is abelian (for example if G = U(1)) then F∇β = F∇α. Therefore, the F∇α can be reensambled

to form a global form F∇ ∈ Ω2(M, g). This is a key point that makes the difference between abelian

gauge theories (with G abelian) and non-abelian ones.

1.3.4 Gauge Transformations on Vector Bundles

Let E
π→ M and E′

π′→ M be two vector bundles with fiber V . A map f : E → E′ is said to be a

vector bundle map if f |Ex : Ex → E′x is a linear map for all x ∈ M and the following diagram

commutes:

E
f //

π
  A

AA
AA

AA
A E′

π′~~||
||

||
||

M

8Observe that, since gαβ : Uα ∩ Uβ → G ⊆ GL(V ), the change of coordinates preserves the living in g.
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Observe that, in this case, given x ∈ M we can find a trivializing neighbourhood of x, U ⊆ M , for

both vector bundles, that is ϕU : π−1(U) ⊆ E → U × V and ϕ′U : π′−1(U) ⊆ E′ → U × V . Then since

π′ ◦ f = π, we have that ϕ′U ◦ f ◦ ϕ
−1
U : U × V → U × V is of the form

ϕ′U ◦ f ◦ ϕ−1
U (x, v) = (x, f̃U (x)(v))

for some f̃U : U → GL(V ). Therefore, if E and E′ has structure group G ⊆ GL(V ), we will say that

f : E → E′ is a G-vector bundle map if, for all x ∈M there is a common trivializing neighbourhood

of x, x ∈ U ⊆M such that f̃U lies in G, that is, f̃U : U → G.

Definition 1.3.27. Given E
π→ M a vector bundle with fiber V and structure group G ⊆ GL(V ), a

gauge transformation is a diffeomorphism f : E → E which is a G-vector bundle map too. The set

of gauge transformation of E form a group, called the gauge group of E, denoted by GE .

The gauge group also acts on the set of affine connections.

Definition 1.3.28. Let E
π→ M be a vector bundle with fiber V and structure group G ⊆ GL(V ),

let GE be its gauge group and let AE be it set of affine connections. Then GE acts on AE by

f · ∇ = f−1 ◦ ∇ ◦ f for f ∈ GE and ∇ ∈ AGE , that is

(f · ∇)X (σ) = f−1 ◦ ∇X(f ◦ σ)

for any vector field X on M and σ ∈ Γ(E).

Let f ∈ GE and ∇ ∈ AGE . Let us take x ∈ M and let U ⊆ M be a trivializing neighbourhood of x.

Then, locally in U , the connection ∇ can be written as d+A and the connection f ·∇ as d+A′. Thus,

following the proof of the transformation rule of connections under change of trivialization map, we

get that

A′ = f̃−1df̃ + f̃−1Af̃

Furthermore, this later formula can be rewritten in a more invariant way, as in 1.3.5 so we have

A′(Xx) =
(
Lf̃−1(x) ◦ f̃

−1
)
∗

(Xx) +Adf̃−1(x)(Aα(Xx))

for any x ∈ U and Xx ∈ TxM . Thus, if A ∈ Ω1(U, g), then A′ ∈ Ω1(U, g). Therefore, if ∇ is a

G-connection, then f · ∇ is also a G-connection and, restricting, it defines an action of GE on AGE .

Moreover, analogously to the case of a change of coordinates, if F∇ is the curvature of the G-connection

∇ and Ff ·∇ is the curvature of the G-connection f · ∇, then in a local trivialization Uα ⊆M they are

related by

Ff ·∇α = f̃−1F∇f̃ = Adf̃−1 ◦ F∇α
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so, returning to the global form, we have that

Ff ·∇(X,Y )(σ) = f−1 ◦ (F∇(X,Y )) (f ◦ σ)

for all σ ∈ Γ(E) and X,Y vector fields on M .

1.4 Connections on Principal Bundles

As we have seen, connections and their curvature on vector bundles are a very powerful tool. How-

ever, its understanding requires a large knowledge of differential geometry and it is plenty of tricks.

This difficulties can be overcomed using a different framework, but equivalent, via principal bundles.

This point of view allow us to have a sometimes easier sometimes complementary framework to cope

with connections, but loosing the geometrical intuition behind the affine connecions, very closed to

riemannian connections. Therefore, in this section, will show how to restate this formalism in terms

of principal bundles and, in the next one, how to translate between them.

Recall that, given a Lie group G and a base manifold M a principal G-bundle over M is a fiber

bundle P
π→ M with a right free action9 of G such that π(p · g) = π(p) for all p ∈ P , the action is

transitive in each fiber (hence, the fibers are exactly the G-orbits of P ) and such that the trivilizing

functions are G-equivariant. This last hypotesis means that, if ϕU : π−1(U)→ U ×G is a trivializing

function for some U ⊆M , then for all g ∈ G and p ∈ P , ϕU (p · g) = ϕU (p) · g, where the action of G

in U ×G is given by right product on the second coordinate (i.e. (x, h) · g := (x, hg)). We will denote

the transition functions of the principal bundle between Uα and Uβ by gαβ : Uα ∩ Uβ → G, acting on

the left and defined by ϕα ◦ ϕ−1
β (x, g) = (x, gαβ(x)g). Moreover, we will abuse the notation and, if P

is a principal G-bundle, we will denote Rg : P → P the right action of g on P , that is Rg(p) = p · g.

For our computations, we introduce the notion of fundamental field.

Definition 1.4.1. Let P
π→ M be a principal G-bundle and let ξ ∈ g. We define the fundamental

field associated to ξ, Xξ as the vector field over P given by

(Xξ)p :=
d

dt

∣∣∣∣
t=0

p · exp(tξ)

for all p ∈ P .

9The fact that the action of G was on the right is fundamental and it is linked with how the transition functions act
on G. Usually, the transition functions gαβ are defined as ϕα ◦ϕ−1

β (x, g) = (x, gαβ(x)g), In this case, if we want that the
action of G on P commutes with the transition function we need that G acts on the right. Indeed, in the local trivialized
model, we have

Rh ◦ Lgαβ (x, g) = (gαβ · (x, g)) · h = (x, gαβgh) = gαβ · ((x, g) · h) = Lgαβ ◦Rh(x, g)

and it does not hold if G acts on the left. Furthermore, as our computations will show, the right action of G is needed
in order to be able to translate connections on P to translations on the associated vector bundle.
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Remark 1.4.2. Given p ∈ P , a vector Xp ∈ Ker π∗p if and only if there exists ξ ∈ g such that

(Xξ)p = Xp.

Definition 1.4.3. Given a G-principal bundle P
π→ M , a connection or connection 1-form is a

1-form over P with values on g, A ∈ Ω1(P, g), such that

• A(Xξ) = ξ for all ξ ∈ g.

• Ag·p(Rg∗Xp) = Adg−1(Ap(Xp)) for all g ∈ G, p ∈ P and Xp ∈ TpP . In a more compressed form,

R∗gA = Adg−1 ◦A

We will denote the set of connection 1-forms on P as AP .

Moreover, we can use the local formulation of the previous definition.

Definition 1.4.4. Let P
π→ M be a G-principal bundle. A connection system is, for every local

trivialization ϕα : π−1(Uα)
∼=→ Uα ×G, a 1-form over Uα ⊆ M with values in g, call it Aα ∈ Ω1(U, g).

This set of 1-forms should satisfy the compatibility condition that, if Uα, Uβ are two trivializing

neighbourhoods with Uα∩Uβ 6= ∅ and gαβ : Uα∩Uβ → G is its transition function, then, over Uα∩Uβ

Aβ(Xx) =
(
Lg−1

αβ (x) ◦ gαβ
)
∗

(Xx) +Adg−1
αβ (x)(Aα(Xx))

for all x ∈ Uα ∩ Uβ, and Xx ∈ TxM .

Remark 1.4.5. Recall that, from remark 1.3.5, if G is a matrix group the change of coordinates formula

for a connection system can be rewritten10 as

Aβ = g−1
αβdgαβ + g−1

αβAαgαβ

where dgαβ is the matrix of same size as gαβ whose entries are d of the original entry.

Proposition 1.4.6. Definitions 1.4.3 and 1.4.4 are equivalent. More precisely, locally a connection

1-form forms a connection system and given a connection system, they can be glue together to build a

connection 1-form.

Proof. 1.4.3⇒ 1.4.4. To be more precise, given a local trivialization ϕα : π−1(Uα)
∼=→ Uα ×G, we can

define the local section σα : Uα → π−1(Uα) ⊆ P by σα(x) := ϕ−1
α (x, e). Then we define Aα := σ∗αA.

Observe that given Uα, Uβ ⊆ M we have that σβ(x) = σα(x) · gαβ(x). Hence, if Xx ∈ TxM and

10As the sharp-sighted reader could have observed, this formula is the same as the one of the change of coordinates of
the 1-form A of a connection on a vector bundle (see 1.3). Of course, this is not a coincidence, but it will allow us to
translate between both worlds. However, if we had used use a left action of G on P instead of the usual right action, the
change of coordinates formula would not be this one, not allowing the translation.
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γ : (−ε, ε)→M is a curve with γ′(0) = Xx we have

σβ∗(Xx) =
d

dt

∣∣∣∣
t=0

σβ(γ(t)) =
d

dt

∣∣∣∣
t=0

σα(γ(t)) · gαβ(γ(t))

= σα(x) ·
(
d

dt

∣∣∣∣
t=0

gαβ(γ(t))

)
+

(
d

dt

∣∣∣∣
t=0

σα(γ(t))

)
· gαβ(x)

= σβ(x)

(
d

dt

∣∣∣∣
t=0

g−1
αβ (x) gαβ(γ(t))

)
+Rgαβ(x)∗ (σα∗(Xx))

= (Xξ)σβ(x) +Rgαβ(x)∗ (σα∗(Xx))

where ξ = (Lg−1
αβ (x) ◦ gαβ)∗(Xx) ∈ TeG = g. In this way, using the properties of the connection 1-form,

we have the rule of chart changing

Aβ(Xx) = A(σβ∗Xx) = A
(

(Xξ)σβ(x)

)
+A

(
Rgαβ(x)∗ (σα∗(Xx))

)
= ξ +Adg−1

αβ (x)(A(σα∗Xx))

= (Lg−1
αβ (x) ◦ gαβ)∗(Xx) +Adg−1

αβ (x)(Aα(Xx))

as expected.

1.4.3 ⇐ 1.4.4. Suppose that we have a connection system {(Uα, Aα)}α∈Λ for some atlas of M of

trivializing open sets. Let us fix some Uα and let σα : Uα → π−1(Uα) ⊆ P be the local section as

before. Observe that σα induces an horizontal distribution onto its image, that is, for all x ∈ M we

have the decomposition

Tσα(x)P = σα∗(TxM)⊕ Vσα(x)

Hence, we can use the 1-form Aα on α to define a 1-form with values in g on σ(Uα), Ãα, by

Ãασα(x)(σα∗(Xx) +Xξ) = Aα(Xx) + ξ

Furthermore, we can extend Ãα to the whole π−1(Uα) by

Ãασα(x)·g = Adg−1 ◦
(
R∗g−1Ã

α
)
σα(x)·g

Observe that, by construction, Ãα is right-invariant and if p = σU (x) for some x ∈ U we have that

Ãασα(x)(Xξ) = ξ for all fundamental field Xξ with ξ ∈ g. For the general case, if p = σα(x) · g then

Ãαp (Xξp) = Adg−1

(
(R∗g−1Ã

α)(Xξp)
)

= Adg−1

(
Ãασα(x)(Rg−1∗Xξ)

)
= Adg−1

(
Ãσα(x)((XAdgξ)σU (x))

)
= Adg−1 (Adg(ξ)) = ξ

Therefore, Ãα is a connection 1-form on π−1(Uα). Hence, it is enought to prove that for two trivializing

neighbourhoods Uα, Uβ ∈ Λ we have that Ãα = Ãβ in Uα ∩ Uβ. In this case, all this local forms could

be pasted together to form a global conection 1-form A, as we wanted.
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Let us check that Ãα = Ãβ in π−1(Uα∩Uβ). First of all, observe that, by the right-invariance property,

it is enought to check it on σβ(Uα ∩ Uβ). Moreover, cause they coincide on fundamental fields, it is

enought to check that Ãα(σβ∗Xx) = Ãβ(σβ∗Xx). But, in this case, by the previous computation,

writting ξ = (Lg−1
αβ (x) ◦ gαβ)∗(Xx) we have

Ãασβ(x)(σβ∗Xx) = Ãα
(

(Xξ)σβ(x) +Rgαβ(x)∗ (σα∗(Xx))
)

= ξ + Ãα
(
Rgαβ(x)∗ (σα∗(Xx))

)
= ξ +Adg−1

αβ (x)

(
Ãασα(x)(σα∗(Xx))

)
= (Lg−1

αβ (x) ◦ gαβ)∗(Xx) +Adg−1
αβ (x)(Aα(Xx))

= Aβσβ(x)(Xx) = Ãβσβ(x)(σβ∗Xx)

where the penultimate equality is the change of charts rule of the connection system. Therefore

Ãασβ(x) = Ãβσβ(x), completing the proof. �

Finally, we can give a geometric formulation of a connection in terms of horizontal distributions.

Definition 1.4.7. Given a G-principal bundle P
π→M , an Ehresmann connection or horizontal

distribution over P is a subbundle H of TP such that, for every p ∈ P and g ∈ G, we have that

TpP = Vp ⊕Hp Rg∗(Hp) = Hp·g

where Vp := Ker π∗p ⊆ TpP is the vertical distribution.

Proposition 1.4.8. Definitions 1.4.7 and 1.4.3 are equivalent. More precisely, for p ∈ P , given a

connection 1-form A, Hp := KerAp is an horizontal distribution and, given an horizontal distribution

H ⊆ TP → P the 1-form A ∈ Ω1(P, g) given by Ap(Xξp +Xh
p ) = ξ where Xξ is the fundamental field

of ξ ∈ g and Xh
p ∈ Hp.

Proof. 1.4.3 ⇒ 1.4.7. Taking the kernel subbundle KerA → TP we observe that H = KerA is, in

fact, a subbundle of TP .

• Direct complement of V : Let us take Xp ∈ KerAp ∩ Ker π∗p. Since Xp ∈ Ker π∗p, we have

that there exists a fundamental field Xξ for some ξ ∈ g such that Xξp = Xp. Hence, we have

that Ap(Xp) = Ap(Xξp) = ξ so Xp ∈ KerAp if and only if ξ = 0 which is equivalent to Xp = 0.

Moreover, from this computation, we have that, if Xv
p ∈ Vp is the vertical part of some Xp ∈ TpP ,

then Ap(Xp) = Ap(X
v
p ) so Xp −Xv

p ∈ KerAp and, therefore TpP = Vp ⊕Hp.

• Right-invariance property : Observe that, by dimension, it is enought to check thatRg∗(KerAp) ⊆
KerAp·g. Let Xp ∈ KerAp. Recall that Ap·g(Rg∗pXp) = Adg−1(Ap(Xp)), so, cause Ap(Xp) = 0

we have Ap·g(Rg∗pXp) = 0, that is, Rg∗pXp ∈ KerAg·p, as we wanted to prove.

1.4.3⇐ 1.4.7. Given Xp ∈ TpP , let us denote Xh
p ∈ Hp and Xv

p ∈ Vp its horizontal and vertical part,

respectively, such that Xp = Xv
p +Xh

p ∈ Vp⊕Hp. Observe that, since Xv
p ∈ Vp = Ker π∗p, there exists
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a unique fundamental field Xξ such that Xξp = Xv
p . Hence, the 1-form (possibly discontinous) with

values in g Ap(Xp) := Ap(X
h
p +Xξp) = ξ is well defined.

• Behaviour on fundamental fields: By construction A(Xξ) = ξ for every fundamental field Xξ.

• Smoothness: Observe that for all p ∈ P , locally, there exists a neighbourhood Ũ ⊆ P of p,

vector fields on Ũ , Y1, . . . , Yr and ξ1, . . . , ξs ∈ g such that Y1p, . . . , Yrp is a basis of Hp and

(Xξ1)p, . . . , (Xξs)p is a basis of Vp for all p ∈ Ũ . Then, we have that Ap(Yip) = 0 for all

i = 1, . . . , r and Ap(Xξj p
) = ξj for j = 1, . . . , s, which is smooth on Ũ .

• Right-invariance property : Let us prove that Ap·g(Rg∗pXp) = Adg−1(Ap(Xp)) for all g ∈ G, p ∈ P
andXp ∈ TpP . To this end, observe that, ifXp ∈ Hp, the result is trivial, since Ap·g(Rg∗pXp) = 0,

(cause Rg∗pXp ∈ Hp·g by the right-invariance property of H) and Adg(Ap(Xp)) = Adg(0) = 0.

Hence, it is enought to check it for Xp ∈ Vp, let us say Xp = (Xξ)p for some ξ ∈ g. But, in this

case, we have that

Ap·g(Rg∗Xξp) = Ap·g

(
d

dt

∣∣∣∣
t=0

Rg(p · exp(tξ))
)

= Ap·g

(
d

dt

∣∣∣∣
t=0

p · exp(tξ)g
)

= Ap·

(
d

dt

∣∣∣∣
t=0

(p · g) · g−1exp(tξ)g

)
= Ap·g

(
d

dt

∣∣∣∣
t=0

(p · g) · exp(tAdg−1(ξ))

)
= Ap·g

(
(XAdg−1 (ξ))p·

)
= Adg−1(ξ) = Adg−1(Ap(Xξp))

as we wanted to prove.

�

1.4.1 Gauge Transformations on Principal Bundles

Let P
π→ M and P ′

π′→ M be two G-principal bundles. A map f : P → P ′ is said to be a principal

G-bundle map if f is G-equivariant (i.e. f(p ·g) = f(p) · g for all g ∈ G and p ∈ P ) and the following

diagram commutes:

P
f //

π
  A

AA
AA

AA
A P ′

π′~~||
||

||
||

M

Observe that, in this case, given x ∈ M we can find a trivializing neighbourhood of x, U ⊆ M , for

both principal bundles, that is ϕU : π−1(U) ⊆ P → U × G and ϕ′U : π′−1(U) ⊆ P ′ → U × G. Then

since π′ ◦ f = π, we have that ϕ′U ◦ f ◦ ϕ
−1
U : U ×G→ U ×G is of the form

ϕ′U ◦ f ◦ ϕ−1
U (x, g) = (x, f̃U · g)

for some f̃U : U → G.
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Definition 1.4.9. Let P
π→ M be a principal G-bundle. A gauge transformation is a diffeomor-

phism f : P → P which is a principal G-bundle map too. The group (under composition) of gauge

transformations of P is call the gauge group of P , and denoted by GP .

Moreover, we can do that the gauge group acts on the set of connection 1-forms on P , AP .

Definition 1.4.10. Let P
π→M be a principal G-bundle with gauge group GP and set of connection

1-forms AP . Then GP acts on AP by

f ·A := f∗(A)

for f ∈ GP and A ∈ AP .

Remark 1.4.11. The action of the gauge group is well defined, in the sense that it sends connection

1-forms to connections 1-forms. To check it, note that, of course, f · A ∈ Ω1(P, g) so we just need to

prove that f ·A is well behaved on fundamental fields and right-invariant.

First, let ξ ∈ g and let Xξ its fundamental field on P associated. Then, since f is G-equivariant and

A preserves fundamental fields, we have

(f ·A)p(Xξ) = (f∗A)p(Xξ) = Af(p)(f∗pXx) = Af(p)

(
d

dt

∣∣∣∣
t=0

f (p · exp(tξ))
)

= Af(p)

(
d

dt

∣∣∣∣
t=0

f (p) · exp(tξ)
)

= Af(p)

(
(Xξ)f(p)

)
= ξ

For the right-invariance, observe that, since f is G-equivariant Rg ◦ f = f ◦ Rg and f∗(Adg ◦ A) =

Adg ◦ f∗A for all g ∈ G. Therefore, we have

Rg
∗(f ·A) = R∗g(f

∗A) = (f ◦Rg)∗A = (Rg ◦ f)∗A = f∗(R∗gA)

= f∗(Adg−1 ◦A) = Adg−1 ◦ f∗A = Adg−1 ◦ (f ·A)

1.4.2 Curvature on Principal Bundles

Let us suppose that we have a principal G-bundle P → M with a connection A. Let H ⊆ TP be its

horizontal distribution. Given a vector Xp ∈ TpP , we will write Xp = Xv
p + Xh

p ∈ Vp ⊕ Hp, where

Xv
p ∈ Vp and Xh

p ∈ Hp.

Let ω ∈ Ωk(P, g), we define ωh ∈ Ωk(P, g) as

ωh(X1, . . . , Xk) = ω(Xh
1 , . . . , X

h
n)

for all X1, . . . , Xk vector fields on P . With this definition, we define the covariant exterior deriva-

tive of P with respect to A, dA : Ωk(P, g)→ Ωk(P, g) as dAω = (dω)H .
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Definition 1.4.12. Let P →M be a principal G-bundle with a connection 1-form A ∈ Ω1(P, g). We

define the curvature of A, FA ∈ Ω2(P, g), as

FA = dA(A)

A very important formula that allow us to compute in a easy way is the known as structure equation

for principal bundles. The proof, that is simply a computation, can be found in [7].

Theorem 1.4.13 (Structure equation in principal bundles). Let P →M be a principal G-bundle with

a connection 1-form A ∈ Ω1(P, g). Then, its curvature can be written

FA = dA+
1

2
[A,A]

As we will see, this definition of curvature is analogous to the one given for vector bundles. In fact, it

satisfies similar identities.

Theorem 1.4.14 (First Bianchi identity). Let P → M be a principal G-bundle with a connection

1-form A ∈ Ω1(P, g) with curvature FA. Then, we have

dFA = [FA, A]

Proof. It is a computation using the structure equation. First of all, since d[A,A] = [dA,A]−[A, dA] =

2[dA,A] we have

dFA = d

(
dA+

1

2
[A,A]

)
= d2A+

1

2
d[A,A] = [dA,A]

Moreover, since [[A,A], A] = 0 by the graded Jacobi identity we have

dFA = [dA,A] =

[
dA+

1

2
[A,A], A

]
= [FA, A]

as we wanted to prove. �

Corollary 1.4.15 (Second Bianchi identity). Let P →M be a principal G-bundle with a connection

1-form A ∈ Ω1(P, g) with curvature FA. Then, we have

dAFA = 0

Proof. Recall that the horizontal distribution induced by A is exactly the kernel of A, so A kills every

horizontal vector field. Therefore, by the first Bianchi identity, we have for all vector fields X1, X2, X3

dAFA(X1, X2, X3) = (dFA)h(X1, X2, X3) = dFA(Xh
1 , X

h
2 , X

h
3 ) = [FA, A](Xh

1 , X
h
2 , X

h
3 )

=
1

2

∑
σ∈S3

sign(σ)[FA(Xk
σ(1), X

h
σ(2)), A(Xh

σ(3))] = 0
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�

Finally, let us write the connection FA in local coordinates. Let {Aα}α∈Λ be a covering of M of

trivializing open sets with transition functions gαβ : Uα ∩ Uβ → G. Recall that, associated to each

trivialization on Uα, we have a local section σα : Uα → π−1(Uα) ⊆ P and such that, as in the proof of

proposition 1.4.6, the local system associated to A is given by Aα = σ∗α(A) ∈ Ω1(Uα, g).

Analogously to this local system, we define the local curvature FAα ∈ Ω2(Uα, g) by

FAα = σ∗α(FA)

Observe that FAα also satisfies the structure equation and first Bianchi identity since the exterior

derivative and the Lie bracket commutes with pullbacks

FAα = dAα +
1

2
[Aα, Aα] dFAα = [FAα, Aα]

For the change of chart rule, remember that, by the proof of 1.4.6, we have that, for all vector field X

on Uα ∩ Uβ

σβ∗(Xx) = (Xξ)σβ(x) +Rgαβ(x)∗ (σα∗(Xx))

for some ξ ∈ g. Observe that, since Xξ is vertical and FA = (dA)h we have that FA kills every vertical

field, so for every x ∈ Uα ∩ Uβ

FAβ(Xx, Yx) = σ∗β(FA)(Xx, Yx) = FA(σβ∗X,σβ∗Y )

= FA(Rgαβ(x)∗ (σα∗(X)) , Rgαβ(x)∗ (σα∗(Y ))) = σ∗α

(
R∗gαβ(x)FA(Xx, Yx)

)

Let us compute the pullback under R. Recall that, since A is a connection 1-form, R∗gA = Adg−1 ◦ A
for all g ∈ G. Therefore, using that the pullback commutes with the Lie bracket, for the curvature,

we have

R∗gFA = R∗g

(
dA+

1

2
[A,A]

)
= d(R∗gA) +

1

2
[R∗gA,R

∗
gA]

= d(Adg−1 ◦A) +
1

2
[Adg−1 ◦A,Adg−1 ◦A]

= Adg−1 ◦
(
dA+

1

2
[A,A]

)
= Adg−1 ◦ FA



Chapter 1. Gauge Theory 29

where Adg−1 commutes with the Lie bracket since it is a homomorphism of Lie algebras. Therefore,

returning to our previous computation, we have

FAβ(Xx, Yx) = σ∗α

(
R∗gαβ(x)FA(Xx, Yx)

)
= σ∗α

(
Adg−1

αβ (x) ◦ FA
)

= Adg−1
αβ (x) ◦ σ

∗
α (FA) = Adg−1

αβ (x) ◦ FAα

So, in particular, if G is a matrix group, we have the change of coordinates rule

FAβ = g−1
αβFAαgαβ

Remark 1.4.16. Again, as in the case of vector bundles, if G is an abelian Lie group, then, using this

local form, we can define a globally defined form FA ∈ Ω2(M, g).

1.5 From Vector Bundles to Principal Bundles

Let us fix a base manifold M , a Lie group G and a finite dimensional vector space V . We define the

category of G-principal bundles over M , PBM
G to be the category whose objects are the principal

G-bundles over M and whose morphisms are principal G-bundle maps.

Analogously, if there exists a representation ρ : G → GL(V ), we define the category of vector

bundles of fiber V and structure group G (seen as a subgroup of GL(V ) via ρ), VBM
G (ρ, V ). The

objects of this category are the vector bundles of fiber V and structure group G and the morphisms

are the G-vector bundle maps.

A very important functor between this categories is the associated bundle functor, that allow us to turn

a principal bundle an viceversa. For this, we need to suppose that the representation ρ : G→ GL(V )

is faithful. As we will see, we are going to define two mutually inverse functors between this categories

PBM
G

Aρ ..
VBM

G (ρ, V )
F

ll

which are known as, the associated vector bundle functor Aρ and, the frame bundle functor

F .

Remark 1.5.1. The requirement of ρ being faithful will appear when we want to construct the frame

bundle, that is, the principal bundle associated to a vector bundle using the functor F . However,

the reverse construction, via Aρ, from principal bundles to vector bundles do not require to the

representation to be faithful.
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1.5.1 Associated Vector Bundle

For the functor Aρ : PBM
G → VBM

G (ρ, V ), let P
π→ M be a principal G-bundle. Then, can associate

to it the bundle over M

Aρ(P ) = P ×ρ V :=
P × V
G

where G acts on P × V on the right by (p, v) · g = (p · g, ρ(g)−1(v)). In this case, we define the map

π′ : P ×ρ V →M by π′[p, v] = π(v). With this definition, P ×ρ V becomes a vector bundle.

Remark 1.5.2. Sometimes in the literature, especially when the representation ρ is clear, this associated

vector bundle is simply denoted by P ×G V .

Analogously, if f : P → P ′ is a morphism of principal G-bundles over X, let us define

f ′ : P × V → P ′ × V

given by f ′(p, v) = (f(p), v). Observe that f ′ is G-equivariant, so it descends to a map

Aρ(f) : Aρ(P ) = P ×ρ V → Aρ(P ′) = P ′ ×ρ V

given by Aρ(f)[p, v] = [f(p), v].

This construction can be stated only in terms of local trivializations of the principal bundle. Let us

take a principal G-bundle P
π→ M , and a covering {Uα}α∈Λ of M of trivializing neighbourhoods of

the bundle, with transition functions gαβ : Uα ∩ Uβ → G.

With this information, we can describe completely the associated vector bundle computing its transi-

tion functions.

Proposition 1.5.3. The associated vector bundle to P is the unique vector bundle whose transition

functions on the covering {Uα}α∈Λ are g̃αβ := ρ ◦ gαβ : Uα ∩ Uβ → GL(V ), that is

P ×ρ V ∼=

⊔
α∈Λ

Uα × V

∼

where (x, v) ∈ Uα × V ∼ (x′, v′) ∈ Uβ × V if and only if x = x′ and v′ = g̃αβ(x)(v).

Furthermore, the induced morphism Aρ(f) : P ×ρ V → P ′ ×ρ V is given, in local terms on Uα, by

Aρ(f)[x, v] = [x, ρ(f̃α(x))(v)] where f , in the trivial model, is given by f(x, g) = (x, f̃α(x)g) for some

f̃α : Uα → G.

Corollary 1.5.4. If P → M is a principal G-bundle, then P ×ρ V has structure group G (seen as a

subgroup of GL(V ) via ρ). Therefore, the functor Aρ : PBM
G → VBM

G (ρ, V ) is well defined.

Example 1.5.5. The most important associated bundle used in gauge theory is the well known

adjoint bundle. Recall that, associated to any Lie group G we have the adjoint representation
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Ad : G → GL(g) which is faithful (the inverse of Adg is Adg−1). Therefore, to every principal G-

bundle P → M we can form the adjoint bundle Ad(P ) := AAd(P ) = P ×Ad g which is a vector

bundle with fiber g. Moreover, in this cases, the functor AAd : PBM
G → VBM

G (Ad, V ) is usually called

Ad : PBM
G → VBM

G (Ad, V ).

Remark 1.5.6. Let us take a G-vector bundle E. If E = Ad(P ) for some principal bundle P over M ,

then, by the previous proposition, we have that gE = Ad(P ) = E.

With the definition of the adjoint bundle, in [44] is proved the following proposition, that identify the

algebraic structure of the space of connections as an affine space.

Proposition 1.5.7. Given a principal G-bundle P
π→M , the set of connections on P AP , is an affine

space with underlying vector space Ω1(M,Ad(P )).

1.5.2 Frame Bundle

The reverse functor of the associated bundle functor is the frame bundle functor F : VBM
G (ρ, V ) →

PBM
G .

To introduce this construction, let us first suppose that G = GL(V ). Then, the frame bundle functor

asigns, to every vector bundle E
π→M with fiber V , the principal bundle of its fiberwise basis, known

as the frame bundle.

In order to specify this, first of all, observe that, given a finite dimensional vector space W , we

can consider B(W ) the set of (ordered) linear basis of W . More specifically, B(W ) is the space of all

isomorfisms RdimW →W , topologized with any norm topology (remember that they are all equivalent)

for example the norm as operator between Banach spaces or the topology as space of matrices, chosen

a basis on W .

Now, returning to vector bundles, we can build the space

F(E) =
⊔
x∈M
B(π−1(x))

and topologize it analogously as the tangent bundle of M is topologized. With this topology, it becomes

a fiber bundle F(E)
π′→M . In fact, GL(n, V ) ∼= GL(V ), n = dimV , acts on F(E) by change of basis,

and this action of free an transitive fiberwise, so it becomes F(E)
π′→M in a principal GL(V )-bundle.

In other cases, if G = GL+(V ), we should take only the bundle of positive oriented basis of V , in the

case of G = SL(V ) only basis of a fixed volume and, in the case G = O(V ), we have to consider only

the bundle of orthonormal basis of V .

However, in the general case, the construction should be given in terms of a trivializing covering glued

via transition functions. Let {Uα}α∈Λ be a covering of M of trivializing neighbourhoods of the vector
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bundle E, with transition functions gαβ : Uα ∩ Uβ → ρ(G) ⊆ GL(V ). Then, since ρ is faithful, it is

injective, so we can form the transition functions g̃αβ := ρ−1 ◦ gαβ : Uα ∩ Uβ → G.

Then, the G-frame bundle is the bundle

F(E) :=

⊔
α∈Λ

Uα ×G

∼

where (x, g) ∈ Uα × g ∼ (x′, g′) ∈ Uβ × V if and only if x = x′ and g′ = g̃αβ(x)g.

With respect to the morphisms, given a map of G-vector bundles f : E → E′, we can define its image

under F as a map of G-principal bundles F(f) : F(E) → F(E′). To this end, let us define, for each

α ∈ Λ, the maps f ′α : Uα ×G→ Uα ×G given by f ′α(x, g) = (x, (ρ−1 ◦ f̃α)(x)g) where f , in the trivial

model Uα, is written as f(x, v) = (x, f̃α(x)(v)) for some f̃α : Uα → ρ(G) ⊆ GL(V ). Then, putting all

this maps together, we can form the map

f ′ =
⋃
α∈Λ

fα :
⊔
α∈Λ

Uα ×G→
⊔
α∈Λ

Uα ×G

It can be checked that this map respect the equivalent relations induced by the pasting of E and E′,

so it descend to a map F(f) : F(E)→ F(E′).

By proposition 1.5.3, this functor F : VBM
G (ρ, V ) → PBM

G is the inverse of the associated vector

bundle functor Aρ : PBM
G → VBM

G (ρ, V ), completing the relation between this two types of fiber

bundles.

Remark 1.5.8. Extending remark 1.5.6, let us take a matrix Lie group G ⊆ GL(V ) for some vector

space V and let us take E a G-vector bundle with fiber V . Then, gE = Ad(F(E)). Observe that, in

general Ad(F(E)) is not isomorphic to E, since F(E) is computed using the inclusion as representation

and Ad using the adjoint representation of G.

1.5.3 Connections in Vector and Principal Bundles

Once described the relation between vector and principal bundles, we can go one step futher and

study the interelation of its connections. Let us fix a base manifold M and a Lie group G together

with a faithful representation ρ : G → GL(V ) for some finite dimensional vector space V . Via this

representation, we can identify G and ρ(G) and consider G as a matrix group.

Let us take a principal G-bundle P →M and let {Uα}α∈Λ be a covering of M of trivializing open sets

for P . Recall that, by proposition 1.4.6, a connection on a principal bundle P → M can be given by

a connection system, that is, for every α ∈ Λ, a g-valued 1-form on Uα, Aα ∈ Ω1(Uα, g).
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Now, let us take the associated vector bundle P ×ρV and let us take the set of 1-forms Ãα := ρ∗ ◦Aα ∈
Ω1(Uα, ρ∗(g)) ⊆ Ω1(Uα, gl(V )). Recall that the change of coordinates rule for the Aα is

Aβ = g−1
αβdgαβ + g−1

αβAαgαβ

so, for the Ãα we have that11

Ãβ = g̃−1
αβdg̃αβ + g̃−1

αβ Ãαg̃αβ

Therefore, the Ãα satisfy the change of coordinates rule for the local version of an affine connection

so they define a connection ∇ on P ×ρ V .

Analogously, let us take a vector bundle E → M with structure group G (strictely ρ(G)) and let

{Uα}α∈Λ be a covering of M of trivializing open sets for E. Then, choosen a basis for V , for every

affine connection on E we have an uniquely determined Aα ∈ Ω1(Uα, gl(V )) for every α ∈ Λ. Therefore,

considering Ãα := ρ−1
∗ ◦ Aα ∈ Ω1(Uα, g) as before we have that the rule of transtion of the Ãα is the

same that the one for the Aα, that is exactly the one required for defining a connection system on the

G-frame bundle F(E), that uniquely determines a connection on F(E). Thus, we have just prove

Proposition 1.5.9. Let us fix a base manifold M and a Lie group G together with a faithful repre-

sentation ρ : G→ GL(V ) for some finite dimensional vector space V .

• Given a principal G-bundle P , there is an isomorphism of affine spaces between the space of

connections on P , AP , and the set of affine connections on the associated vector bundle P ×ρ V ,

AGP×ρV .

• Given a vector bundle E with fiber V and structure group G, there is an isomorphism of affine

spaces between the space of affine connections on E, AGE, and the set of connections on its

G-frame bundle F(E), AF(E).

Furthermore, in both cases, the local form of the connection, seen as and element of Ω2(Uα, g) for

{Uα}α∈Λ a covering of M of trivializing open sets, agree in the original connection and the induced

one. In particular, the original is flat if and only if the induced one is flat.

Example 1.5.10. If our G-vector bundle E is the adjoint bundle of some principal G-bundle P ,

E = Ad(P ), then we have that AGE ∼= AP . Recall that the later is an affine space modelled on

Ω1(M,Ad(P )) = Ω1(M,E) while the first one is modelled on Ω1(M, gE) = Ω1(M,E), as expected.

11This can be checked composing with ρ∗ in the more invariant form

Aβ(Xx) =
(
L
g−1
αβ

(x)
◦ gαβ

)
∗

(Xx) +Ad
g−1
αβ

(x)
(Aα(Xx))



Chapter 1. Gauge Theory 34

1.6 Yang-Mills Equation

Now, with our understanding of connection in both frameworks, principal and vector bundles, we can

define the most important concept of this work, the Yang-Mills equation.

First of all, we need to define a very important operator known as the Hodge star operator. Here we

will give a brief introduction to this map, whose complete definition will be explained in 3.1.1.

Let us take an oriented differentiable manifold M with a riemannian metric12 g and volume form Ω.

Using this metric on vector fields, we can define bundle metric on Ωk(M) → M , gk, for all k ≥ 0.

Then, we define the Hodge star operator, ? : Ωk
p(M) → Ωn−k

p (M), where n = dimRM as the unique

map that, given ηp ∈ Ωk
p(M), ?ηp is the unique (n− k)-form such that

ωp ∧ (?η)p = gp(ωp, ηp) Ωp

for all p ∈M . The most important shorthand for computing it is the following proposition, which will

be proven in 3.1.1.

Proposition 1.6.1 (Computation of the Hodge Star Operator). Let (M, g) be a compact oriented

riemannian manifold of dimension n and let p ∈M . Let ω1, . . . , ωn be a positively oriented orthonormal

base of T ∗pM with respect to the induced inner product on 1-forms. Then, over k-forms, the Hodge

Star operator can be computed as

? (ωi1 ∧ · · · ∧ ωik) = sign(σ) · ωj1 ∧ · · · ∧ ωjn−k

where σ =

(
1 2 · · · k k + 1 k + 2 · · · n

i1 i2 · · · ik j1 j2 · · · jn−k

)
is a permutation of {1, . . . , n}.

Remark 1.6.2. From this characterization for the Hodge Star, is very simply to observe that ?−1 =

(−1)k(n−k)?, so ?? = (−1)k(n−k).

With this operator ? : Ω∗(M) → Ω∗(M) we can extend it to the case of forms valued on any vector

bundle F →M , Ω∗(F ) = Γ(F )⊗ Ω∗(M), by

?(σ ⊗ ω) := σ ⊗ (?ω)

for σ ∈ Γ(F ) and ω ∈ Ω∗(M).

Definition 1.6.3. Let E →M be a vector G-bundle with an affine connection ∇ on it with covariant

exterior derivative d∇ : Ω∗(E) → Ω∗+1(E). ∇ is said to be a Yang-Mills connection on E, or a

solution of the Yang-Mills equations on vector bundles if

d∇ ? F∇ = 0

12We can also consider the case of a semi-riemannian metric with exactly the same definition.
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In order to state the Yang-Mills equations for a principal bundle P →M , we need to define some kind

of Hodge star on Ω∗(P, g), the home of the curvature; as in the case of vector bundles, where we have

defined it on Ω∗(M,End(E)), the home of the curvature of vector bundles. However, as in the case

of vector bundles, given a Hodge star operator on Ω∗(P ) we have an unique extension to Ω∗(M, g).

Therefore, our problem reduces to induce a Hodge star operator in Ω∗(P ) given the one on Ω∗(M).

Suppose that we have fixed a connection A on a principal bundle P
π→M , from which we have defined

a horizontal distribution H ⊆ TP and let n = dimM . Recall that π∗ : TP → TM restricts to an

isomorphism π∗|H : H → TM so we can pullback the metric g on M to a bundle metric g̃ = π|∗Hg on

H,13 seen as a vector bundle H → P . Likewise, given the volume form Ω ∈ Ωn(M) we can define the

volume form Ω̃ = π|∗HΩ ∈ Ωn(H).

From this metric and volume form, analogously to the case of a metric in the tangent bundle, for every

p ∈ P we can define a Hodge star operator ?p :
∧kH∗p →

∧n−kH∗p
14 by requiring that

ωp ∧ (?η)p = g̃p(ωp, ηp) Ω̃p

for every ωp, ηp ∈
∧
H∗p .

With this operator in hand, we can extend it to a global operator ?p : Ωk
p(P ) =

∧k T ∗pP → Ωn−k
p (P ) =∧n−k T ∗pP . Given ωp ∈ Ωk

p(P ) let us denote ωp|Hp ∈
∧
Hk
p its restriction. Then, for ωp ∈ Ωk

p(P ) we

define

?p ωp := (?p (ωp|Hp))h

where, given η ∈
∧
Hm
p , ηh ∈ Ωm

p (P ) is the form ηh(X1, . . . , Xm) = η(Xh
1 , . . . , X

h
m) for X1, . . . , Xn ∈

TpP . Therefore, since it varies differentiably, we have extend the Hodge star operator to a map

? : Ωk(P )→ Ωn−k(P ) called the induced Hodge star operator on P .

Remark 1.6.4. In contrast with the Hodge star on M , this map is no longer an isomorphism, since in

general

dim Ωk
p(P ) =

(
dimP

k

)
6=
(

dimP

n− k

)
= dim Ωn−k

p (P )

However, if we call Ω∗h(P ) the space of differential forms on P that vanish on the vertical distribution

V ⊆ TP , dim (Ωk
h)p(P ) =

(
n
k

)
, so the Hodge star is again an isomorphism ? : Ω∗h(P )→ Ω∗h(P ).

Finally, extending the induced Hodge star to a map ? : Ω∗(P, g) → Ω∗(P, g) (or an isomorphism

? : Ω∗h(P, g)→ Ω∗h(P, g)) we can define

13Observe that, if G would be a discrete group, then P → M would be a covering space and, only in this case, the
global pullback π∗g would be a non-degenerated symmetric 2-tensor, since dimP = dimM . If G is not discrete, we
have to eliminate the degeneration induced by the vectical distribution, so we can only pull it back to the horizontal
distribution.

14That is,
∧
H∗ is the space of differential forms on P that only can eat vectors of H ⊆ TP .
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Definition 1.6.5. If P → M is a principal G-bundle with a connection A on it, A is said to be a

Yang-Mills connection on P , or a solution of the Yang-Mills equations on principal bundles if

dA ? FA = 0

Remark 1.6.6. Using the translation between principal and vectorG-bundles, we have that a connection

on a vector bundle (resp. principal bundle) is a Yang-Mills connection if and only if its correspondend

is a Yang-Mills connection in the frame bundle (resp. associated bundle).

Moreover, the Yang-Mills connections are gauge invariant, as shown in [42].

Proposition 1.6.7. The Yang-Mills equations are gauge invariant, that is, every connection in the

orbit of a Yang-Mills connection under the action of the gauge group is a Yang-Mills connection.

Example 1.6.8. From a mathematical point of view, a G-gauge theory for G a Lie group is the study

of Yang-Mills connections in a principal G-bundle (or, equivalently, a vector G-bundle). The first

example of a gauge theory is electromagnetism, which can be stated as a U(1)-gauge theory.15

Indeed, let us take M = R4 with the Minkowski metric of signature (1, 3), called it R1,3, and let us

consider the trivial principal bundle P = U(1) × R1,3. Given a connection A on P , since U(1) ∼= C∗

is an abelian Lie group, by remark 1.4.16, using the curvature of A we can define a global form

FA ∈ Ω2(R1,3, u(1)) ∼= Ω2(R1,3), since u(1) ∼= R. Hence, together with the second Bianchi, A is a

Yang-Mills connection if and only if

dAFA = 0 dA ? FA = 0

which are, exactly, the Maxwell equations in the differential form framework. Furthermore, it can be

shown that, since R1,3 is contractible, Hk(R1,3) = 0 for k > 0, every 2-form satisfying the previous

equations is the curvature of a connection A on P . Therefore, looking for solutions of the Maxwell

equations is equivalent to looking for solutions of the Yang-Mills equations on P = U(1) × R1,3, so

electromagnetism is a U(1)-gauge theory.

1.6.1 Self-dual Connections and Instantons

A very special type of Yang-Mills connections are those that have any kind of self-similarity. These

self-similar solutions are of enormous importance in mathematical-physics in general, due to its special

properties, and the main concern of this work.

Let us restrict to the case of a 4-dimensional riemannian manifold (M, g) (that, in mathematical

physics, play the role of spacetime). In this manifold, the Hodge star operator is an endomorphism of

15Those gauge theory based on an abelian Lie group are called abelian gauge theories, while, in the non abelian case,
are known as non-abelian gauge theories. Therefore, electromagnetism is an abelian gauge theory, but the standard
model of particle physics is a non-abelian gauge theory over U(1)× SU(2)× SU(3).



Chapter 1. Gauge Theory 37

the 2-forms, because ? : Ω2(M) → Ω4−2(M) = Ω2(M). Furthermore, by remark 1.6.2, we have that,

on Ω2(M) it satisfies

?? = (−1)2(4−2)IdΩ2(M) = IdΩ2(M)

so ?2 = IdΩ2(M), that is, ? is an involution of Ω2(M). Therefore, ? has eigenvalues ±1, with cor-

responding eigenspaces Ω2
+(M) and Ω2

−(M) for +1 and −1, respectively. Furthermore, given any

ω ∈ Ω2(M) defining

ω+ :=
1

2
(ω + ?ω) ω− :=

1

2
(ω − ?ω)

we have the decomposition ω = ω+ + ω− for ω+ ∈ Ω2
+(M) and ω− ∈ Ω2

−(M).

Let us take, now, a G-principal bundle P → M and a connection A on it. For the induced Hodge

star on P , we have ? : Ω2
h(P, g) → Ω4−2

h (P, g) = Ω2
h(P, g) so ? is again an involution of Ω2

h(P, g) so

analogously, we have eigenspaces (Ω2
h)+(P, g) and (Ω2

h)−(P, g) for eigenvalues +1 and −1 and we can

decompose ω = ω+ + ω− for every ω ∈ Ω2
h(P, g) with ω+ ∈ (Ω2

h)+(P, g) and ω− ∈ (Ω2
h)−(P, g).

In particular, since the curvature of A FA ∈ Ω2
h(P, g), we can decompose it

FA = F+
A + F−A

for F+
A ∈ (Ω2

h)+(P, g) and F−A ∈ (Ω2
h)−(P, g). Using this dual and anti-dual parts of a connection we

define the concept of instanton.

Definition 1.6.9. Let (M, g) be a riemannian 4-dimensional manifold and let P →M be a principal

G-bundle. A connection A on P is called an instanton or a self-dual connection if F−A = 0 that is,

if

?FA = FA

Analogously, it is called an anti-instanton or an anti self-dual connection if F+
A = 0, or equiva-

lently

?FA = −FA

Remark 1.6.10. Analogous considerations can be done for a vector G-bundle over a 4-dimensional

manifold and a connection on it. A connection on a principal bundle is self-dual (resp. anti self-dual)

if and only if its induced connnection on its associated adjoint vector bundle is self-dual (resp. anti

self-dual), and viceversa.

Corollary 1.6.11. Every instanton or anti-instanton is a Yang-Mills connection.

Proof. It is enough to prove it in the case of a principal bundle P →M . Let A be any self-dual (resp.

anti-self-dual) connection on P . Then, by the second Bianchi identity (see corolary 1.4.15) we have

dA ? FA = ±dAFA = 0

so A is a Yang-Mills connection. �
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1.6.2 Dimensional Reduction and Higgs Fields

Given a principal bundle P , the study of the Yang-Mills connection on P is a extremelly difficult task,

as shown, for example, in [2]. Therefore, a common strategy to deal with this situations is to simplify

the problem considering some special cases, like self-dual connections or instantons. However, in this

simplification procedure, we can arise to some special solutions of the Yang-Mills equations whose

study leads to extremelly powerful considerations. One of the most important articles that explores

this approach is [35], in which Higgs bundles are introduced and deeply studied.

Specifically, we are going to consider connections over R4 that are invariant in two directions. In

this special-kind connections, we will discover that the equations for their self-duality can be rewriten

over R2 in a special way that is conformally invariant. This clever trick, very common in theoretical

physics, is usually called dimensional reduction.

Let us consider our base manifold as M = R4 and let G be the compact real form of a complex Lie

group. . Let P be a principal G-bundle over R4 and Ad(P ) be the adjoint bundle of P , that is, the

G-vector bundle associated to the adjoint representation. Finally, let us take a connection A on P

with curvature FA.

From now on, we will work on a trivializing chart U ⊆ R4 of P , in which π−1
P (U) ⊆ P ∼= U × P

and πAd(P )−1(U) ⊆ Ad(P ) ∼= U × g. Hence, considering the connection system associated to this

neighbourhood, we can write A ∈ Ω1(U, g) and FA ∈ Ω2(U, g). Let us write explicitly

A =
4∑
i=1

Ai dx
i FA =

∑
1≤i<j≤4

Fij dx
i ∧ dxj

for some Ai, Fij : U ⊆ R4 → g. Hence, since

?FA = F12 dx
3 ∧ dx4 − F13 dx

2 ∧ dx4 + F14 dx
2 ∧ dx3 + F34 dx

1 ∧ dx2 − F24 dx
1 ∧ dx3 + F23 dx

1 ∧ dx4

we have that A is self-dual (i.e. ?FA = FA) if and only if
F12 = F34

F13 = −F24

F14 = F23

(1.1)

Recall that, by remark 1.3.21, if ∇ is the covariant derivative on Ad(P ) associated to A, then we have

that

FA(X,Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ]
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so, in particular, writing ∇i = ∇ ∂

∂xi
, we have that Fij = ∇i∇j − ∇j∇i = [∇i,∇j ], so equation (1.1)

can be rewriten as 
[∇1,∇2] = [∇3,∇4]

[∇1,∇3] = −[∇2,∇4]

[∇1,∇4] = [∇2,∇3]

(1.2)

Now, let us suppose that A only depends on the coordinates (x1, x2) of R4 and is independent of

(x3, x4). This is the key simplification from which we can apply the dimensional reduction procedure.

In that case, let us redefine φ1 := A3 and φ2 := A4, so the equations (1.2) become
[∇1,∇2] = [φ1, φ2]

[∇1, φ1] = −[∇2, φ2]

[∇1, φ2] = [∇2, φ1]

(1.3)

where we have used that, since A1 does not depend on x3 we have

[∇1,∇3] = F13 =
∂

∂x1
A3 −

∂

∂x3
A1 + [A1, A3] =

∂

∂x1
A3 + [A1, A3] =

[
∂

∂x1 +A1, A3

]
= [∇1, φ1]

and similarly for the other terms.

There is a crafty way to rewrite these equations in a more compact form. Let us consider GC the

complexification ofG with Lie algebra gC = g⊗C. In this Lie algebra, we can see as complex-Lie algebra

valued functions φ1, φ2 : U → gC, so we can define the complex Higgs field φ := φ1− iφ2 : U → gC.

In this terms, if ·∗ : gC → gC is the anti-involution on the complex Lie algebra, using equations (1.3)

we have that

[φ, φ∗] = [φ1− iφ2, φ1 + iφ2] = [φ1, φ1] + i[φ1, φ2]− i[φ2, φ1] + [φ2, φ2] = 2i[φ1, φ2] = 2i[∇1,∇2] = 2iF12

[∇1 + i∇2, φ] = [∇1, φ1] + [∇2, φ2] + i ([∇2, φ1]− [∇1, φ2]) = 0

Therefore, equations (1.3) are equivalent to{
F12 = 1

2 i[φ, φ
∗]

[∇1 + i∇2, φ] = 0
(1.4)

Finally, we can rewrite this equations in an even more invariant form. Observe that, since A only

depends on the coordinates (x1, x2), we can define a connection on R2 by

Â := A1 dx
1 +A2 dx

2
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Now, let us introduce the usual complex estructure on R2 in the way that the holomorphic coordinate

is z = x1 + ix2. We define the Higgs field Φ ∈ Ω1,0(R2, gC) by

Φ =
1

2
φdz

so, using the natural extension of the anti-involution of the complex Lie algebra to 2-forms, we have

Φ∗ = 1
2φ
∗ dz. Thus, equations (1.4) can be rewriten in a form known as the self-duality equations

{
FÂ + [Φ,Φ∗] = 0

∂ÃΦ = 0
(1.5)

where ∂Ã : Ωp,q(R2, gC)→ Ωp,q+1(R2, gC) is the Dolbeault covariant exterior derivative of A on Ad(P ),

seen as a trivial complex vector bundle on R2 (see section 1.3.1.1).

Since this self-duality equations are conformally invariant, they can be generalized to a general Rie-

mann surface,

Definition 1.6.12. Let M be a compact Riemann surface, let G be the compact real form of a

complex Lie group and let E →M be a C∞-complex vector bundle with structure group G. Given a

connection A on E and Φ ∈ Ω1,0(M, gE), we will say that (E,A,Φ) is a Higgs bundle if and only if

the self-duality equations {
FA + [Φ,Φ∗] = 0

∂AΦ = 0
(1.6)

hold. In that case, Φ is called the Higgs field.

Example 1.6.13. Given a complex vector bundle E on a compact Riemann surface M , taking Φ = 0,

we have that (E,A, 0) is a Higgs bundle if and only if A is a flat connection. Therefore, flat bundles

are particular cases of Higgs bundles.

Remark 1.6.14. Let E → M be a C∞-complex vector bundle on a compact Riemann surface M ,

with canonical bundle KM = Ω1,0(M), and let A be a connection on E. A automatically induces a

connection on gE , also denoted by A, and we consider ∂A, the Dolbeault covariant exterior derivative

associated to A on gE .

Observe that, since M is a surface, Ω0,2(E) = Γ(E) ⊗ Ω0,2(M) = 0, so, automatically, ∂
2
A = 0.

Therefore, A satifies the integrability condition required by theorem 1.3.10, so there exists an unique

complex structure on E such that E →M is an holomorphic vector bundle and ∂E = ∂A. Analogously,

there exists an unique complex structure on gE such that gE → M is an holomorphic vector bundle

and ∂gE = ∂A on gE .

In that case, if (E,A,Φ) is a Higgs bundle, then ∂gEΦ = ∂AΦ = 0, so, by the digresion of remark

1.3.9, the last equation of (1.6) is equivalent to Φ ∈ Ω1,0(M, gE) = Γ (gE ⊗KM ) been holomorphic

with respect to the natural complex structure on gE ⊗KM .
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Therefore, an equivalent definition of a Higgs bundle on a compact Riemann surface M is a triple

(E,A,Φ) with E an holomorphic vector bundle, A a connection on E compatible with the holomorphic

structure and Φ ∈ H0(gE ⊗KM ) (i.e. Φ is holomorphic) such that

FA + [Φ,Φ∗] = 0



Chapter 2

Non-abelian Hodge Theory

2.1 Moduli Spaces

The concept of moduli space dates back to the XVIII century, when Riemann tried to clasify all posible

complex structures on a given surface of a given genus. In general, moduli spaces arise in the context

of clasification problems, in whith there are a large space of non-isomorphic possibilities without any

simple structure.

Moduli spaces try to solve this problem, introducing a geometric space M which parametrices all the

posibilities of the clasification problem, and whose topology is strongly linked with some notion of

closeness in the clasification problem. It should be noted that the construction of this spaces is a very

dificult task, that usually requires a very deep insight in the problem itself.

Along this section, we will work over a algebraically closed field k (for our purposes, it will be k = C), in

the way that all the considered varieties will be varieties over k. Let us suppose that we are studying

a colection of objects, A. Moreover, in A we have defined an equivalent relation ∼ so we want to

understand the clasification problem of A under ∼, that is, we want to understand the quotient set

A/ ∼.

Remark 2.1.1. In general, we should take A to be a proper class, because A will be large enough to

not be a set in a strict sense. However, this will no cause any logical problem, because, usually, our

quotient A/ ∼ (the main focus of attention) will be a set.

In order to have a better insight on the clasification problem, we can introduce some sort of closeness

notion in A/ ∼. Hence, given a variety S, suppose that we have defined a notion of a family

parametrized by S. Setwise, a family parametrized by S is a subset of A, but the main point is

that we want that the geometric properties of S translates to the families parametrized by S. Given a

variety S, let us denote the set (or class) of families parametrized by S by FS , so FS ⊆ P(A). In order

to have a well-possed moduli problem, we want that our families satisfy the following properties.

42
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• For each variety S, there is an equivalent relation 'S on FS .

• For any single point variety ?, a family parametrized by ? is single-element set with an element

of A. In this sense, we can consider F? ⊆ A and, with this identification, '? must be equal to ∼
in F?.

• For every morphism of varieties φ : S → S′ we have a map φ∗ : FS′ → FS such that

– If idS : S → S is the identity, then id∗S : FS → FS is the identity.

– Given φ1 : S → S′ and φ2 : S′ → S′′, then (φ2 ◦ φ1)∗ = φ∗1 ◦ φ∗2.

– φ∗ preserves the equivalent relation ' in the sense that, given X,X ′ ∈ FS′ , if X 'S′ X ′

then φ∗X 'S φ∗X ′.

Remark 2.1.2. Given a variety S and a family X ∈ FS , let us denote, for every s ∈ S, Xs := i∗sX ∈
F{s} = A, where is : {s} → S is the inclusion map. Using this construction, for any X ∈ FS we can

build a map φS : S → X ⊆ A given by φS(s) = Xs, which justifies the name family parametrized by

S.

Remark 2.1.3. If X and X ′ are two families parametrized by a variety S, since i∗s : FS → F{s} = A

preserves the equivalent relation, we have that if X,X ′ ∈ FS are X 'S X ′, then Xs ∼ X ′s for all s ∈ S.

However, the reciprocal is not true and we can have that, for all s ∈ S, Xs ∼ X ′s, but X 6'S X ′.

Remark 2.1.4. Without further modifications, the same ideas can be applied to the more general case

of schemes instead of varieties. However, in the present work, we will not need this generalization, so

we will focus on this more restrictive case.

Example 2.1.5 (Hypersurfaces in Pn). Suppose that we want to understand the clasification problem

of hypersurfaces on a given Pn. Given a variety S a family X ∈ FS is a algebraic set X ⊆ S × Pn

such that, for every s ∈ S, Xs := X ∩ {s} × Pn is a hypersurface of Pn. The equivalent restriction on

a family could be, for example, up to isomorphism as varieties or up to action of PGL(n+ 1). Given

φ : S′ → S the restriction φ∗ : FS → FS′ is given by φ∗(X) = φ̃−1(X) where φ̃ : S′ × Pn → S × Pn is

the natural extension of φ which is the identity on Pn.

The concept of family is necessarily very vague, cause it should be applicated to a large range of

problems. Of course, it strongly depends on the clasification problem studied and determines all the

constructions. Let us see some examples.

In this context, if we have defined, for every variety S, a notion of family parametrized by S, FS ,

we can define a contravariant functor F : Var → Set given, on objects, by F(S) = FS/ 'S and, on

morphisms φ : S′ → S by F(φ) = φ∗ : F(S) → F(S′). This functor is call the family functor and

captures all the information about the moduli problem, in the way that all the problem can be stated

in terms of F .

Definition 2.1.6. A family functor is a contravariant functor F : Var→ Set from the category of

varieties to the category of sets.



Chapter 2. Non-abelian Hodge Theory 44

Remark 2.1.7. Once given a family function, the notion of family is only philosophycal and in not

need for the mathematical formulation of the problem. In fact, the moduli problem can be completely

stated without any reference to families, selecting any functor F : Var → Set. However, only when

the family function F arises via a choosing of families, the problem is well-possed, in the sense that

the moduli problem solves a real clasification problem.

Hence, the moduli problem is the problem of better understanding F . Maybe the most easy way to

understand it is representing it in terms of the homomorphism to a single variety M.

Definition 2.1.8. Let F be a family functor. A fine moduli space of F is a pair (M,Φ) where M
is a variety and Φ : F → Hom(·,M) is and isomorphism of functors, that is, Φ co-represent F viaM.

Remark 2.1.9. If (M,Φ) is a fine moduli space for F , given a single point variety ?, we have that

Φ(?) : F(?) → Hom(?,M) ∼= M is an isomorphism. Hence, recalling that F(?) = F?/ '?= A/ ∼,

we have a bijection between M and A/ ∼, that is, every point of M is a element of the clasification

problem.

Example 2.1.10. Maybe the first example of moduli space is Pn as the moduli space of vectorial

lines (i.e. lines through 0) in kn. As family functor, we take F : Var → Set that, for every variety

S, define F(S) = FS as the set of line bundles L → S (i.e. L ∈ Pic(S), the Picard group of S) that

are contained in the trivial bundle S × kn. Of course, given a regular map of varieties f : S → S′ we

define F(f) : F(S′) ⊆ Pic(S′) → F(S) ⊆ Pic(S) as the restriction of the pullback-of-vector-bundles

mapping f∗ : Pic(S′)→ Pic(S).

Now, observe that we can define a natural transformation Φ : F → Hom(·,Pn) given, for any S ∈ Var,

by Φ(S) : F(S) ⊆ Pic(S)→ Hom(S,Pn), that, for L ∈ F(S) and s ∈ S sends

Φ(S)(L)(s) := Ls

where Ls ∈ Pn is the fiber of L over s, seen in the trivial bundle S× kn. Since taking fibers commutes

with pullbacks, Φ is a natural transformation, so Φ co-represents F via Pn. In this sense, (Pn,Φ) is a

fine moduli space for the family functor F , that is, it is a fine moduli space for the space of vectorial

lines in kn.

Example 2.1.11. Every variety X is a fine moduli space for some moduli problem. Indeed, let us fix

a variety X and let us define the family functor F : Var → Set by F = Hom(·, X). Trivially, there

exists a natural transformation id : F → Hom(·, X) so (X, id) is a fine moduli space for the moduli

problem described by F .

From this construction, we observe that, in general, not every fine moduli space is smooth, partially

solving a question addressed to us by Prof. M. Logares. Thus, we should restrict our attention to

geometric hypothesis, for example, restricting to family functors that arise as classes of isomorphism

of families parametrized by a variety, as described above.
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An equivalent way of determining a fine moduli space is via a special family.

Definition 2.1.12. Let F be a family functor. A fine moduli space of F is a pair (M, U) where

M is a variety and U ∈ F(M), known as the universal family, such that, for every variety S and

every equivalent class of family X parametrized by S (i.e. X ∈ F(S)) there exists an unique regular

morphism φX : S →M such that X = F(φX)(U).

Proposition 2.1.13. Definitions 2.1.8 and 2.1.12 are equivalent.

Proof. If U is an universal family over M for F , we define the natural transformation Φ : F →
Hom(·,M) by Φ(S)(X) = φX for any variety S and X ∈ F(S). By uniqueness of φX , it is well

defined and, by existence, it is an isomorphism.

Reciprocally, let us suppose that Φ : F → Hom(·,M) co-represents F . Then let us take U :=

Φ(M)−1(idM) ∈ F(M) and, for every variety S and every X ∈ F(S), let us define φX : S →M by

φX := Φ(S)(X). It is enough to prove that F(φX)(U) = X. To this end, recall that, since Φ is a

natural transformation, the following diagram commutes

F(M)
Φ(M) //

F(φX)

��

Hom(M,M)

Hom(·,M)(φX)

��
F(S)

Φ(S)
// Hom(S,M)

so we have that

F(φX)(U) = F(φX)
(
Φ(M)−1(idM)

)
= F(φX) ◦ Φ(M)−1(idM) = Φ(S)−1 (Hom(·,M)(φX)(idM))

= Φ(S)−1 (idM ◦ φX) = Φ(S)−1(φX) = Φ(S)−1 (Φ(S)(X)) = X

as we wanted to prove. �

In most of cases, a fine moduli space cannot be achived cause the topology of M does not capture

completely the complexity of F . However, we can use a weaker version of moduli space that is enought

in most of the cases.

Definition 2.1.14. Let F be a family functor. A coarse moduli space of F is a pair (M,Φ) where

M is a variety and Φ : F → Hom(·,M) is a natural transformation such that:

• For every single point variety ? ∈ Obj(Var), Φ(?) : F(?)→ Hom(?,M) ∼=M is a bijection.

• For every manifold N and every natural transformation Ψ : F → Hom(·, N) there exists a

unique natural transformation φ : Hom(·,M) → Hom(·, N) such that Ψ = φ ◦ Φ, that is, the
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following diagram commutes

F
Φ

yyssssssssss
Ψ

%%JJJJJJJJJJ

Hom(·,M)
φ

//_______ Hom(·, N)

Proposition 2.1.15. Evary fine moduli space is a coarse moduli space.

Proof. It is a simple check. Let (M,Φ) be a fine moduli space for the family functor F . Since Φ is a

natural isomorphism, Φ(?) is a bijection and, given Ψ : F → Hom(·, N) for some variety N , we can

define φ : Hom(·,M)→ Hom(·, N) by φ = Ψ ◦ Φ−1. �

Moreover, playing with the definitions, we obtain that coarse moduli spaces are unique up to isomor-

phism, as shown in [59].

Proposition 2.1.16. Fine and coarse moduli space, if exist, are unique up to isomorphism of varieties.

2.1.1 Moduli Space of Stable Vector Bundles

Let us fix an algebraic variety X and let us study the space of algebraic vector bundles on X, that is,

we want to study the set

AV B(X) = {E → X algebraic vector bundle}

Remark 2.1.17. By GAGA theory (see appendix A.4), if X is a smooth projective variety (for example,

if X is a Riemann surface) then there exists a correspondece between algebraic vector bundles on X

and holomorphic vector bundles on X, with respect to the inherit complex structure. Hence, for X

smooth projective, we have a natural bijection

AV B(X) ∼= {E → X holomorphic vector bundle}

In that way, we will simply say vector bundle when refering to an algebraic vector bundle when we see

X as an algebraic variety, and to holomorphic vector bundles when X is a smooth projective variety,

seen as compact Kähler manifold.

On this set AV B, we define the equivalence relation ∼ by declaring that two algebraic vector bundles

E,F are equivalent, written E ∼ F is and only if E and F are isomorphic as algebraic vector bundles

(or, equivalently, as holomorphic vector bundles in the case X smooth projective).

In this set AV B, we define the equivalence relation ∼ be declaring that, for any two algebraic vector

bundles E,F , E ∼ F is and only if E and F are isomorphic as algebraic vector bundles (or, equivalently,

as holomorphic vector bundles in the case X smooth projective).
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In order to consider the corresponding moduli problem, let us define families of vector bundles on

X. Let S be an algebraic variety (resp. smooth projective variety), a family of vector bundles on X

parametrized by S is a vector bundle E → X × S. Therefore, the space of families parametrized by

S, FS(X) is

FS(X) = {E → X × S vector bundle}

Moreover, given a morphism φ : S → S′, we define φ∗ : FS′(X)→ FS(X) by φ∗(E → X × S) = φ∗E,

the pullback of the vector bundle E by the morphism φ. Observe that, in particular, for a single point

variety ? we have

F{?} = {E → X × ? vector bundle} ∼= {E → X vector bundle} = AV B(X)

and, the induced map i∗s : FS(X) → F{s}(X), for s ∈ S and is : {s} ↪→ S the inclusion map, is just

the restriction i∗s(E → X × S) = E|X×{s} → X × {s}.

Therefore, in order to completely define a moduli problem, it is enough to define a equivalence relation

∼=S on FS(X) for any variety S. Of course, the first idea is to use the obvious extension of ∼ and

declare that E → X × S and F → X × S are equivalent via ∼=S if and only if they are isomorphic as

vector bundles on X × S. In that case, the family functor is FX : Var→ Set, FX(S) = FS(X)/ ∼=S

However, with this definition, there not exists a fine moduli space for the moduli problem. Indeed,

if MV B exists, it must be MV B = AV B(X)/ ∼. In that case, the only posibility for Φ : FX →
Hom(·,MV B) is to define, for any variety S, Φ(S) : FS(X)/ ∼=S→ Hom(S,MV B) given by

Φ(S)([E]∼=S )(s) = [E|X×{s}]∼

where E → X × S is a vector bundle, E|X×{s} is the restriction E|X×{s} → X × {s} ∼= X and [E]∼=S

and [F ]∼ are the equivalence classes of E and F under ∼=S and ∼, respectively.

However, this map Φ is not an isomorphism. Indeed, let S be a variety with a non-trivial line bundle

L→ S. Let π : X × S → S be the projection and let us consider the pullback line bundle on X × S,

π∗L→ X × S. For a general family E → X × S parametriced by S, we have that E and E ⊗ π∗L are

not isomorphic. However, for any s ∈ S, (π∗L)s is a trivial line bundle, so we have

E|X×{s} ∼= (E ⊗ π∗L) |X×{s}

and, thus

Φ(S)([E]∼=S )(s) = [E|X×{s}]∼ = [E ⊗ π∗L|X×{s}]∼ = Φ(S)([E ⊗ π∗L]∼=S )(s)

for [E]∼=S 6= [E⊗π∗L]∼=S . Therefore, Φ(S) is not injective so, in particular, Φ it is not an isomorphism

of functors.
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The solution to this pathological problem, as always in the theory of moduli spaces, is to restrict our

attention to a more specific class of vector bundles. First of all, recall that, given an algebraic vector

bundle on X, E → X, there exists two important invariants

• The rank or E, rk(E), that is the dimension of the fiber Ex for any x ∈ X.

• The degree of E, deg(E). In the case of line bundles L, the divisors theory give us a well

defined integer deg(L) ∈ Z. Indeed, if L→ X is a line bundle, it is associated to a Weil divisor

DL ∈ Div(X), so we define deg(L) := deg(DL). For the case of vector bundles of higher rank

E, we define deg(E) := deg(det(E)), the degree of the determinant bundle, det(E) =
∧nE, for

n = dimX, which is a line bundle.

Recall that, for a Riemann surface X, there exists a more sofisticated definition of deg(L) for

a line bundle L. Recall that the first Chern class, c1, is the map in cohomology c1 : Pic(X) =

H1(X,O∗X) → H2(X,Z) ∼= Z, with Pic(X) the Picard group of X, that is, the group of line

bundles on X. Thus, it can be proved that (see [29]), seen c1(L) ∈ Z, we have c1(L) = deg(L).

With this notions, we can define a fundamental property of vector bundles.

Definition 2.1.18. Let E → X be an algebraic vector bundle over an algebraic variety X. We say

that E is stable if, for any subbundle F ⊆ E → X we have

deg(F )

rk(F )
<
deg(E)

rk(E)

and it is called semi-stable if, for any subbundle F ⊆ E → X we have

deg(F )

rk(F )
≤ deg(E)

rk(E)

Remark 2.1.19. Due to this definition, usually, given an algebraic vector bundle E → X, the slope of

E, µ(E) is defined as

µ(E) =
deg(E)

rk(E)

With this definitions, we can restrict our moduli problem. Instead of considering the space of vector

bundles over a fixed Riemann surface X, we will focus on the space of stable vector bundles with fixed

rank n and degree d, AsV B(X,n, d), that is

AsV B(X,n, d) = {E → X stable vector bundle with rk(E) = n and deg(E) = d}

Of course, since the rank and degree is preserved under pullbacks of bundles, we can analogously define

the familis as restriction of the previous, that is F sS(X,n, d) is the set of stable bundles E → X × S
such that rk(E) = n and deg(E) = d and the pullback of families is simply the vector bundle pullback.
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However, the equivalence relation on F sS(X,n, d), ∼=S , should be slightly changed. As we shown above,

using isomorphism of vector bundles as the relation ∼=S is not useful, since we cannot expect to have a

fine moduli space. However, that counterexample give us the correct form of ∼=S that should be used.

Indeed, given E,F ∈ F sS(X,n, d), we define E ∼=S F if there exists a line bundle L → X of degree 0

such that E and F ⊗ π∗L are isomorphic as vector bundles, i.e. E ∼ F ⊗ π∗L. This idea is based

on the fact (see [59]) that, in the context of stable bundles, such a line bundle exists if and only if

E|X×{s} is isomorphic to F |X×{s} for any s ∈ S.

In that case, we have a satisfactory solution of the problem, as shown in [58] and [59], or in [19] in the

context of gauge theories.

Theorem 2.1.20 (Narashimhan-Seshadri). Let us fix a Riemann surface X, n ≥ 1 and d ∈ Z. The

moduli space of stable vector bundles of rank n and degree d,Ms(X,n, d), exists and is a coarse moduli

space. Furthermore, in the case of n and d co-primes, Ms(X,n, d) is smooth and it is a fine moduli

space.

Remark 2.1.21. For n and d not co-primes, the moduli spaceMs(X,n, d) is not fine, as shown in [62].

2.1.2 Moduli Space of Higgs Bundles

Once studied the space of algebraic vector bundles on a fixed algebraic variety, we can enrich the

moduli problem using Higgs fields.

Let us suppose that X is smooth complex variety, let G be a complex Lie group and let H ⊆ G a

maximal compact subgroup of G. From an algebraic point of view, given a G-holomorphic vector

bundle E → X, a G-Higgs field is a Φ ∈ H0(X, gE ⊗KX) such that

Φ ∧ Φ = 0

In that case, (E,Φ) is called a Higgs bundle.

Remark 2.1.22. Over a compact Riemann surface, the condition Φ∧Φ = 0 always holds, so a G-Higgs

field is just an element Φ ∈ H0(X, gE ⊗KX).

Indeed, we can translate the stability condition from the case of holomorphic vector bundles to the

more general setting of Higgs bundles.

Definition 2.1.23. Let X be a smooth algebraic variety, G be a complex Lie group and let (E,Φ) be

a G-Higgs bundle on X. We say that E is stable if, for any subbundle F ⊆ E → X that is Φ-invariant

(i.e. Φ(F ) ⊆ F ⊗KX) we have

µ(F ) =
deg(F )

rk(F )
<
deg(E)

rk(E)
= µ(E)
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and it is called semi-stable if, for any subbundle F ⊆ E → X Φ-invariant we have

µ(F ) =
deg(F )

rk(F )
≤ deg(E)

rk(E)
= µ(E)

Finally, a G-Higgs bundles is called polystable if there exists a direct sum decomposition

(E,Φ) =
⊕

(Ei,Φi)

with each µ(Ei) = µ(E) and (Ei,Φi) are stables.

Remark 2.1.24. Let us fix a G-holomorphic vector bundle E →M with M a compact Riemann surface

and Φ ∈ H0(gE ⊗KM ). In order to recover a Higgs bundle, in the gauge-theoretical sense of section

1.6.2, we have to find a connection A on E, compatible with the holomorphic structure, such that

FA + [Φ,Φ∗] = 0

However, it is a general fact that we can always find such a A. The following theorem was first proven

by Hitchin in [35] for the case G = SO(3), and later by [67].

Theorem 2.1.25. Let X be a Riemann surface of genus g ≥ 2 and let (E,Φ) be a polystable G-Higgs

bundle. Let us take any G-connection A0 compatible with the holomorphic structure. Then, there

exists an automorphism f of E, unique modulo H-gauge transformation, such that (A,Φ′) = f · (A,Φ)

satisfies the Hitchin self-duality equations

FA + [Φ′,Φ′∗] = 0

Therefore, using this correspondece, we have that polystable G-Higgs bundles corresponds with our

gauge-theoretical notion of Higgs bundles, as explained in section 1.6.2.

In this setting, we can form the moduli problem of G-Higgs bundles over X. In this case, given a

smooth complex variety S, a family of G-Higgs bundles is a G-Higgs bundle (E,Φ) → X × S such

that (E|X×{s},Φ|X×{s})→ X × {s} ∼= X is a G-Higgs bundle on X for all s ∈ S.

Analogously to the case of vector bundles, we define that two families of G-Higgs bundles parametrized

by an smooth algebraic variety S, (E,Φ) → X × S and (F,Ψ) → X × S, are equivalent under ∼=S

if there exists a line bundle L → S and an isomorphism f : E
∼=→ F ⊗ π∗L such that the following

diagram commutes

E
Φ //

f

��

E ⊗KX

f⊗idKX
��

F ⊗ π∗L Ψ // F ⊗ π∗L⊗KX

In this setting of moduli problem, in [35] is proven the following.
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Theorem 2.1.26. Let X be a compact Riemann surface of genus g ≥ 2 and let L→ X be a fixed line

bundle of degree d. The moduli space of polystable SL(2,C)-Higgs bundles (E,Φ)→ X of rank 2 such

that detE = L exists and is a smooth variety of dimension 6(g − 1). Moreover, the moduli space does

not depend on L with fixed degree, so it can be denoted by Md
Dol(X,SL(2,C)).

And, in the general case, we have the theorem proven in [70].

Theorem 2.1.27. Let G ⊆ GL(n,C) be a complex Lie group, let X be a compact Riemann surface

and let us fix d ∈ Z coprimer with n. The moduli space of polystable G-Higgs bundles (E,Φ)→ X of

degree d exists and it is a smooth manifold. Moreover, the moduli space does not depend on L with

fixed degree, so it can be denoted by Md
Dol(X,G).

Furthermore, in the case G = GL(n,C), we have thatMd
Dol(X,GL(n,C)) has dimension n2(2g−2)+2.

Moreover, defining the map

λDol : Md
Dol(X,GL(n,C)) −→ Md

Dol(X,GL(1,C))

(E,Φ) 7−→ (detE, trΦ)

we have that Md
Dol(X,SL(n,C)) ∼= λ−1

Dol(L, 0) for any line bundle L → X. The dimension of

Md
Dol(X,SL(n,C)) is 2(n2 − 1)(g − 1).

2.1.2.1 Parabolic Higgs bundles

Finally, we need to understand a more general setting, in which we endow the holomorphic vector

bundle with an extra structure, known as the parabollic structure. Good references for this setting

are [61] and [26].

Definition 2.1.28. Let V be a finite dimensional complex vector bundle. A parabolic structure

on V is a finite decreasing flag

V = V1 ⊇ V2 ⊇ . . . ⊇ Vl = {0}

together with a set of real numbers, called the parabolic weights

0 ≤ α1 < α2 < . . . < αl < 1

We define the multiplicity of the parabolic structure on the k-th step by

mk = dimVk − dimVk+1

Definition 2.1.29. Let X be a compact Riemann surface and let us take s distinct points p1, . . . , ps ∈
X, called the marked points, the parabolic points or the punctures. This points are grouped

in a effective Weil divisor D = p1 + p2 + . . . + ps. A parabolic vector bundle respect to D is an

holomorphic vector bundle E → X with, for any p ∈ D, a parabolic structure on Ep. If ({Ep,k} , {αp,k})
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is the parabolic structure on Ep, we define the parabolic degree of the bundle E → X, pardeg(E)

by

pardeg(E) := deg(E) +
∑
p∈D

lp∑
k=1

mp,kαp,k

Definition 2.1.30. Let X be a compact Riemann surface and let us take s distinct points p1, . . . , ps ∈
X, called the marked points, the parabolic points or the punctures. This points are grouped

in a effective Weil divisor D = p1 + p2 + . . . + ps. A parabolic vector bundle respect to D is an

holomorphic vector bundle E → X with, for any p ∈ D, a parabolic structure on Ep. If ({Ep,k} , {αp,k})
is the parabolic structure on Ep, we define the parabolic degree of the bundle E → X, pardeg(E)

by

pardeg(E) := deg(E) +
∑
p∈D

lp∑
k=1

mp,kαp,k

In this setting, the condition of Higgs bundles translates as follows.

Definition 2.1.31. Let G be a complex Lie group, let X be a compact Riemann surface and let us

an effective Weil divisor D = p1 + p2 + . . . + ps. Let us denoted KX(D) the twisted line bundle via

the divisor D. Given a parabolic G-vector bundle E → X, a morphism Φ ∈ H0(X, gE ⊗KX(D)) is

called a Higgs field if Φ is parabolic, that is, if it preserves the parabolic structure on the parabolic

points, that is

Φp(Ep,k) ⊆ Ep,k ⊗KX(D)p

for all p ∈ D. Analogously, Φ is called strongly parabolic if

Φp(Ep,k) ⊆ Ep,k+1 ⊗KX(D)p

In that case, (E,Φ) is called a parabolic G-Higgs bundle.

Finally, the generalized notion of stability is the following.

Definition 2.1.32. Let G be a complex Lie group, let X be a compact Riemann surface and let us

take an effective Weil divisor D = p1+p2+. . .+ps. Given a parabolic G-Higgs bundle (E,Φ)→ X, is is

called stable if, for any parabolic subbundle F ⊆ E → X that is Φ-invariant (i.e. Φ(F ) ⊆ F⊗KX(D))

we have

µp(F ) =
pardeg(F )

rk(F )
<
pardeg(E)

rk(E)
= µp(E)

and it is called semi-stable if, for any parabolic subbundle F ⊆ E → X Φ-invariant we have

µp(F ) =
pardeg(F )

rk(F )
≤ pardeg(E)

rk(E)
= µp(E)

Finally, a parabolic G-Higgs bundle is called polystable if there exists a direct sum decomposition

(E,Φ) =
⊕

(Ei,Φi)
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on parabolic G-Higgs bundles, such that µp(Ei) = µp(E) and (Ei,Φi) are stables.

In this case, we can also state a moduli problem for parabolic Higgs bundles, obtaining the following

result, proven in [77].

Theorem 2.1.33. Let G ⊆ GL(n,C) be a complex Lie group, let X be a compact Riemann surface, let

us take an effective Weil divisor D = p1 +p2 + . . .+ps, a parabolic systiem of weights α on the parabolic

points and let us fix d ∈ Z. The moduli space of polystable parabolic G-Higgs bundles (E,Φ) → X of

degree d and parabolic weights α, Md,α
Dol(X,G) exists and it is normal, quasi-projective variety. For

G = GL(n,C), the dimension of Md,α
Dol(X,GL(n,C)) is (2g − 2 + s)n2 + 1

Remark 2.1.34. For the case of degree d = 0 (i.e. topologically trivial bundles) we will simply use

MDol(X,G) to denote the moduli space of polystable G-Higgs bundles (E,Φ) → X of degree 0 and,

in the parabolic case Mα
Dol(X,G) denote the moduli space of polystable parabolic G-Higgs bundles

(E,Φ)→ X of degree 0 and parabolic weights α.

2.2 Character Varieties

2.2.1 Representations of Algebraic Groups

Let G be a complex algebraic group and let Γ be a finitely generated group. A group homomorphism

ρ : Γ → G is called a representation of Γ into G. In that case, ρ is called irreducible if ρ(Γ)

is not contained in any proper parabolic subgroup of G and ρ is called completely reducible or

semi-simple if for every parabolic subgroup P ≤ G such that ρ(Γ) ⊆ P then ρ(Γ) ⊆ L ⊆ P for L the

Levi subgroup of P .

Let us explain briefly the notions appearing in the reducibility conditions. For general references, see

[9] and [36]. First of all, recall that a group G is called solvable if there exists a decomposition series

of subgroups, each one normal in the next

1 = G0 CG1 CG2 C . . .CGn = G

such that every factor group Gk/Gk+1 is abelian. Remember that, in Galois theory, this concept

captures the idea of solvability by radicals by means of the Galois group.

Then, given an algebraic group G, a subgroup B ≤ G is called a Borel subgroup if B is a maximal

Zariski closed solvable connected algebraic subgroup of G. For example, in the case G = GL(n,C),

a Borel subgroup is the subgroup of invertible upper triangular matrices (and it can be proved that

every other Borel subgroup is conjugated to it).

With this notion, a parabolic subgroup of G is a algebraic subgroup P ≤ G such that there exists

a Borel subgroup B ≤ G with B ≤ P ≤ G. It can be proved that, for G affine, a closed algebraic
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subgroup P ≤ G is parabolic if and only if the quotient G/P is a projective variety. In this sense,

Borel subgroups are minimal parabolic subgroups. Finally, it can be proved that, again for G affine,

every parabolic subgroup P ≤ G admits a semi-direct decomposition, called a Levi decomposition of

P , as P = R o L, where R is the unipotent radical of P and L is a closed reductive1 group, which is

called the Levi subgroup of P .

In the case of G = GL(V ) for some finite dimensional complex vector space V (the important one for

our purposes) it can be proved that, since the Borel subgroup of upper triangular invertible matrices

is the unique Borel subgroup up to conjugation, then the parabolic subgroups of GL(V ) are the

subgroups that preserve flags. More preciselly, given a closed algebraic subgroup P ≤ GL(V ), P is

parabolic if there exists a flag

0 = V0 ⊆ V1 ⊆ V2 ⊆ . . . ⊆ Vr = V

such that all the elements of P are exactly the automorphism of V that preserve this fixed flag. Observe

that, in particular, the Borel subgroup of GL(V ) of upper triangular invertible matrices corresponds

to the parabolic subgroup of automorphism that preserves a full flag of 1-dimensional steps, which is

minimal among them.

Analogously, from this description we have that the maximal proper parabolic subgroups M ≤ GL(V )

are exactly the subgroups of automorphism for which there exists a proper subspace 0 ⊂ W ⊂ V

preserved by M (i.e. f(W ) ⊆ W for all f ∈ M). Hence, a subgroup H ≤ GL(V ) is not contained in

any parabolic subgroup of GL(V ) is H has no proper invariant subspaces.

In particular, a representation ρ : Γ → GL(V ), or in general ρ : Γ → G with G a linear group, is

irreducible if ρ(Γ) has no proper invariant subspaces. Therefore, for linear representations ρ : Γ →
G ⊆ GL(V ), the concept of irreducibility correspond to the usual one used in representation theory,

that is V is a simple Γ-module via ρ. In the same spirit, it can be proved that ρ : Γ→ G ⊆ GL(V ) is

semi-simple if and only if there exists a decomposition V =
⊕

i Vi with Vi invariant under ρ(Γ) such

that ρ|Vi : Γ→ GL(Vi) is irreducible. In this case, V itself is called a semi-simple Γ-module.

2.2.2 Representation Varieties

Let Γ be a discrete finitely generated group and let G be a complex algebraic group. Let Hom(Γ, G)

be the group of representations of Γ into G. Let us choose a finite set of generators of Γ, S =

{γ1, . . . , γN} so Γ = 〈S〉. Recall that any representation is uniquely determined by the image of the

set of generators S. Hence, we can give to Hom(Γ, G) the structure of an algebraic variety, known as

the representation variety, via the injection

ϕS Hom(Γ, G) −→ GN

ρ 7−→ (ρ(γ1), . . . , ρ(γN ))

1This notion will be explained later.
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Indeed, if S has relations {Rα}α∈Λ ⊆ N[x1, x
−1
1 , . . . , xN , x

−1
N ], (i.e. if Γ = Free(S)/〈Rα(γ1, . . . , γN )〉α∈Λ)

then, we have that

ϕS(Hom(Γ, G)) =
{

(g1, . . . , gN ) ∈ GN | Rα(g1, . . . , gN ) = 1, ∀α ∈ Λ
}

which is an algebraic subvariety of GN and, thus, an algebraic variety itself. Moreover, observe that,

by the Hilbert’s basis theorem, GN is a nöetherian space. Hence, the, possible infinity, set of equations

Rα(g1, . . . , gN ) = 1 for α ∈ Λ reduces to

ϕS(Hom(Γ, G)) =

(g1, . . . , gN ) ∈ GN

∣∣∣∣∣∣∣∣
Rα1(g1, . . . , gN ) = 1

...

Rαr(g1, . . . , gN ) = 1


for some α1, . . . , αr ∈ Λ.

Example 2.2.1. If Γ = Free(γ1, . . . , γN ) is the free group in N generators, then every N -tuple

(g1, . . . , gN ) determines a representation via ρ(γk) = gk for k = 1, . . . , N , since there is no relations

between the γk. In that case, we have that Hom(Γ, G) ∼= GN , inheriting its algebraic structure.

Example 2.2.2. Let us take the group Γ = 〈α1, . . . , αg, β1, . . . , βg〉 for some g ≥ 1 with an unique

relation

R(α1, . . . , αg, β1, . . . , βg) =

g∏
k=1

[αk, βk] = 1

then, by the previous digression, we have that

Hom(Γ, G) ∼=

{
(A1, . . . , Ag, B1, . . . , Bg) ∈ G2g |

g∏
k=1

[Ak, Bk] = 1

}

This example will be of crucial importance in the following sections, since we are going to study

character varieties with Γ of this form.

Proposition 2.2.3. The algebraic structure given to Hom(Γ, G) does not depend on the choosen set

of generators.

Proof. Let S′ = {γ′1, . . . , γ′M} be another sets of generators of Γ, we will prove that the map ϕS′ ◦ϕ−1
S :

ϕS(Hom(Γ, G)) ⊆ GN → ϕ′S(Hom(Γ, G)) ⊆ GM is a biregular mapping, so both varieties will be

isomorphic as algebraic varieties. By symmetry, it is enough to chech that ϕS′ ◦ ϕ−1
S is regular.

Since S is a set of generators, for all k = 1, . . . ,M , there exists monic monomials pk ∈ Z[x1, . . . , xN ]

such that

γ′k = pk(γ1, . . . , γN )
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Let f : U → C be a regular function on an open set (in the Zariski topology) U ⊆ GM . Then, we have

that, for all representation ρ : Γ→ G

f ◦
(
ϕS′ ◦ ϕ−1

S

)
(ϕS(ρ)) = f(ϕS′(ρ)) = f

(
ρ(γ′k)

)
k

= f (ρ(pk(γi)i))k

= f (pk(ρ(γi)i))k = f(p1(ϕS(ρ)), . . . , pM (ϕS(ρ)))

which is a regular function, since the product in G is a regular function. Therefore, f ◦
(
ϕS′ ◦ ϕ−1

S

)
is

a regular function for every regular function f , so ϕS′ ◦ ϕ−1
S is regular, as we wanted to prove. �

2.2.3 The Conjugation Action

A very important action that will have to consider in our space of representations is the following.

Definition 2.2.4. Let Γ be a discrete finitely generated group, let G be a complex algebraic group

and let Hom(Γ, G) be space of representations of Γ into G. We have that G acts on the right by

conjugation on Hom(Γ, G) by

g · ρ(γ) = gρ(γ)g−1

for g ∈ G, ρ ∈ Hom(Γ, G) and γ ∈ Γ.

Remark 2.2.5. Writing down coordinates, it can be seen that the conjugation action of G on Hom(Γ, G)

is an algebraic action, that is, the induced map G×Hom(Γ, G)→ Hom(Γ, G) is a regular map.

Remark 2.2.6. For linear groups, the conjugation has a very important geometric meaning. Suppose

that G is a linear group, so the representations are group homomorphisms ρ : Γ → GL(V ) for some

complex finite dimensional vector space V . Then V becomes a Γ-module via ρ by γ · v := ρ(γ)(v).

Hence, given two representations of Γ, ρ1 : Γ → GL(V ) and ρ2 : Γ → GL(W ), a map f : V → W is

called Γ-equivariant or intertwining if f(γ ·1 v) = γ ·2 f(v) for v ∈ V , γ ∈ Γ and the action given

by the respective representations.

In this context, two representations ρ1 : Γ → GL(V ) and ρ2 : Γ → GL(V ) are called isomorphic if

there exists a Γ-equivariant linear isomorphism f : V → V . In this case, this is equivalent to have, for

all γ ∈ Γ and v ∈ V

f ◦ ρ1(γ)(v) = f(ρ1(γ)(v)) = f(γ ·1 v) = γ ·2 f(v) = ρ2(γ)(f(v)) = ρ2(γ) ◦ f(v)

so, for all γ ∈ Γ

ρ2(γ) = f ◦ ρ1(γ) ◦ f−1 = f · ρ1(γ)

seen f ∈ GL(V ). Hence, for linear groups, two representations are isomorphic if and only if they are

conjugated.

Therefore, by the previous remark, if we want to study the space of representations of some finitely

generated group Γ into an algebraic complex group G (that we can think as linear), we have to kill the
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redundacy induced by isomorphic representations or, equivalently, by conjugations. Hence, our first

candidate would be the quotient

Hom(Γ, G)/G

However, in general this quotient will not be an algebraic variety nor a complex manifold. Briefly, this

happens because some of the orbits of the action of G are too much closed such that, in the quotient

topology, they are topologically pasted together despite they are different points. More preciselly,

there are two orbits such that the open neighbourhoods of one always contains the other, violating

the T1 separation axiom, required in any complex manifold or algebraic variety.

2.2.4 A Brief about Geometric Invariant Theory

The solution to this problem of bad-behaved quotients is studied by a powerful algebraic technique

known as Geometric Invariant Theory (or GIT abbreviated). The idea is to detect this kind of

phenomena and make them collapse. For this, GIT uses invariant functions under the action of G,

since, if two orbits are too close, then the G-invariant functions will not see any difference between

them and, automatically, they identify them.

Example 2.2.7. Let k be any field (for our purposes, the important case is k = C, but this is irrelevant

for this example). Let us take the (affine) variety X = k2 and let us define the action of G = k∗ on X

by λ · (x, y) = (λx, λ−1y) for λ ∈ k∗ and (x, y) ∈ X.

Figure 2.1: GIT problem for the action of k∗ on k2.

Observe that, in this case, the orbits are the hyperbolas Hc := {xy = c} for all c ∈ k∗, shown in

blue in figure 2.1, the orbits Ax := {(x, 0) |x ∈ k∗} and Ay := {(0, y) | y ∈ k∗}, shown in red, and the

point {(0, 0)}, shown in green. The orbits Hc are Zariski closed sets. However, the axis Ax and Ay

are not Zariski closed, and, in its Zariski closure is the point (0, 0). Therefore, in order to have a

quotient with good properties, we have to identify this three orbits in just one, in a procedure called

the S-equivalence. Therefore, under this identification, the GIT quotient is the orbits Hc plus one

more corresponding to the S-equivalence. Hence, the GIT quotient is just a k-line.
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We will focus in the case of affine varieties, the one needed for our purposes. Let X be an affine

algebraic variety with an algebraic action of an algebraic group G. Using the completation functor

τ : VarC → SchC from the category of complex varieties to the category of schemes of finite type over

C (see [30]), we can complete X to an scheme X̃ := τ(X). In the particular case of affine varieties,

this functor can be easily decribed. Indeed, since X is affine, it is X = V (I) ⊆ AnC for some n ≥ 0

and some ideal I ⊆ C[x1, . . . , xn]. Then, taking the coordinate ring A := C[x1, . . . , xn]/I (a finitely

generated C-algebra) of regular functions on X, we can identify the scheme X̃ = Spec(A).

Now, let us consider the action of G on A by

(g · f)(x) = f(g−1 · x)

for f ∈ A (seen as a regular function on X), g ∈ G and x ∈ X. Let us take the ring of invariants

AG := {f ∈ A | g · f = f, ∀g ∈ G}.

Definition 2.2.8. Let X be an complex affine algebraic variety with coordinate ring A and let G be a

complex algebraic group acting algebraically on X. We define the GIT quotient of X by G, denoted

by X �G as the affine scheme

X �G := Spec(AG)

The digression of when X �G is, in fact, an affine variety is a very deep question. Of course, it can be

reduced to the question of when AG is a finitely generated C-algebra. Indeed, if AG would be a finitelly

generated C-algebra, it will be AG ∼= C[x1, . . . , xm]/J for some m ≥ 0 and ideal J ⊆ C[x1, . . . , xm].

Then, the associated affine variety to the scheme Spec(AG) (via τ) would be X �G := V (J) ⊆ AmC .

The problem of when AG is a finitely generated C-algebra is, in fact, a version of the well known

Hilbert’s 14th problem. In general, the answer is no, as Nagata shows in [55] and [56].

However, it can be proved (see [59]) that, if G is a complex reductive group, then AG is, in fact, a

finitely generated C-algebra. So, in this case, we can improve our previous definition.

Definition 2.2.9. Let X be a complex affine algebraic variety with coordinate ring A and let G be a

complex reductive algebraic group acting algebraically on X. We define the GIT quotient of X by

G, as the affine variety X �G whose coordinate ring is AG.

Remark 2.2.10. Recall that a algebraic group G is reductive if it is a linear algebraic group whose

unipotent radical is trivial. Equivalently, if G is complex as in our case, seen as a complex Lie group,

G is reductive if and only if its Lie algebra g can be decomposed g = a+ h with a abelian (i.e. the Lie

bracket is trivial there) and h semi-simple (i.e. direct sum of simple Lie algebras, Lie algebras with no

proper subalgebras). For example, the classical complex linear groups GL(n,C), SL(n,C), PGL(n,C)

and PSL(n,C) are reductive.
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2.2.4.1 Properties of the GIT quotient

In some sense, the GIT quotient is universal in a categorical framework. In order to make this idea

precise, we have to introduce some categorical machinery.

Recall that a category C is call locally small if for every X,Y ∈ Obj(C), Hom(X,Y ) is actually a

set (not a proper class). Given two objects X,Y ∈ Obj(C), a product of X,Y , denoted by X × Y is

an object of C with two morphism π1 : X × Y → X and π2 : X × Y → Y such that, given morphisms

Z
f1→ X and Z

f2→ Y , there exists an unique morphism f = (f1, f2) : Z → X × Y such that f1 = π1 ◦ f
and f2 = π2 ◦ f .

Z
f

##G
G

G
G

G
f1

��

f2

((

X × Y π1 //

π2

��

X

Y

Using an universal-type argument, it can be proven that, if exists, the product is unique up to isomor-

phism. A category is said to admit products, or simply with products, if any two objects have a

product.

Now, let us take a locally small category C with products and a terminal object ? (i.e. ? ∈ Obj(C)
and, for every X ∈ Obj(C) there exists a map X → ?). An object of C, G, is called a group object

if there exists maps 1 : ?→G (from which we can form the map 1 : G→ ?→ G), m : G×G→ G and

·−1 : G→ G such that the following diagrams commute

G×G×G id×m //

m×id
��

G×G
m

��
G×G m // G

G
(id,1) //

(1,id)
��

id

%%KKKKKKKKKKK G×G
m

��
G×G m // G

G
(·−1,id)◦∆//

(id,·−1)◦∆
��

1

%%KKKKKKKKKKK G×G
m

��
G×G m // G

where ∆ : G→ G×G is the diagonal morphism.

Remark 2.2.11. Recall that the diagonal morphism is the unique morphism defined by the limiting

property of the following diagram

X
∆

##G
G

G
G

G
id

��

id

))

X ×X π1 //

π2

��

X

X
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Analogously, given maps f : X → Y and g : X ′ → Y ′, we can define a map f × g : X ×X ′ → Y × Y ′

as the limiting map

X ×X ′
f×g

%%L
L

L
L

L
π1 //

π2

��

X f

��
X ′

g 11

Y × Y ′
π1 //

π2

��

Y

Y ′

Finally, let us take C a locally small category with products and a terminal object. Let us take

G ∈ Obj(C) a group object of C and X ∈ Obj(C). An action (in the categorical sense) of G in X is a

morphism ρ : G×X → X.

Definition 2.2.12. Let C be a locally small category with products and a terminal object. Let us take

G ∈ Obj(C) a group object of C, an object X ∈ Obj(C) and an action ρ : G×X → X. A categorical

quotient of X by G is a object Y ∈ Obj(C) together with a morphism π : X → Y such that:

• π is G-invariant: That is, π ◦ ρ = π ◦ π2, where π2 : G×X → X is the second projection.

• Y is universal: In the sense that, given any G-invariant morphism f : X → Z for some Z ∈
Obj(C), there exists an unique morphism f̃ : Y → Z such that f̃ ◦ π = f

X
π

~~}}
}}

}}
}

f

  @
@@

@@
@@

Y
f̃

//_______ Z

Remark 2.2.13. Using the usual universal-type argument, it can be proven that the categorical quo-

tient, if exists, is unique up to isomorphism.

Definition 2.2.14. In the category of algebraic varieties with regular morphisms, a categorical quo-

tient π : X → Y under the algebraic action of an algebraic group G is called a orbit space if for

every y ∈ Y , π−1(y) is a single orbit of G.

Definition 2.2.15. Let X be a variety and let G be a algebraic group acting algebraically on X. A

good quotient of X by G is a variety Y with a regular morphism π : X → Y such that

• π is a quotient map, that is, π is surjective and every U ⊆ Y is open if and only if π−1(U) ⊆ X
is open.

• π is affine, that is, if U ⊆ Y is an affine open set, then π−1(U) ⊆ X is affine.

• π is G-invariant.
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• For every open set U ⊆ Y the induced map

π∗ : A(U)→ A(π−1U)G

is an isomorphism.

• If C ⊆ X is closed and G-invariant, then π(C) ⊆ Y is closed.

• If C1, C2 ⊆ X are closed and G-invariant with C1 ∩ C2 = ∅, then π(C1) ∩ π(C2) = ∅.

Maybe the most important consequence of this definition is that, in the affine case, a good quotient is

also a categorical quotient. The proof of this statement can be found in [59].

Theorem 2.2.16. Let X be an affine variety and let π : X → Y be a good quotient of X by a algebraic

group G. Then, Y is a categorical quotient by G in the category of algebraic varieties and regular maps.

Moreover, for every open set U ⊆ Y , U is a categorical quotient of π−1(U) ⊆ X by G.

In fact, in a good quotient, some other important consequences follows easily from its properties. First

of all, automatically, we have some improvements of the last property of good quotients.

Proposition 2.2.17. Let π : X → Y be a good quotient by a algebraic group G. If x, y ∈ X satisfy

π(x) = π(y) then G · x ∩G · y 6= ∅.

Proof. Let us take C1 := G · x and C2 = G · y the closed G-invariant subsets of X. Then, if C1∩C2 = ∅,
then, by the last property of good quotients, π(C1) ∩ π(C2) = ∅. But π(x) ∈ π(C1) and π(y) ∈ π(C2)

so it must be π(x) 6= π(y). �

Proposition 2.2.18. Let π : X → Y be a good quotient for an action of an algebraic group G on

X, and let us fix an open set U ⊆ Y . If C1, C2 ⊆ π−1(U) are closed in π−1(U) and G-invariant with

C1 ∩ C2 = ∅, then π(C1) ∩ π(C2) = ∅.

Proof. Let us take C1, C2 ⊆ X be the closures of C1 and C2 in X. Suppose that there exists x ∈
π(C1)∩π(C2). Then, Z := π−1(x)∩C1 ⊆ X is a closed G-invariant set of X. Hence, together with C2,

by the last property of a good quotient, since π(Z)∩π(C2) 6= ∅, then Z ∩C2 = π−1(x)∩C1 ∩C2 6= ∅.
But this is impossible, because the superset

π−1(U) ∩ C1 ∩ C2 = C1 ∩ C2 = ∅

since C1 and C2 are closed in π−1(U). �

Corollary 2.2.19. Let X be an affine variety and let π : X → Y be a good quotient for some algebric

action of some algebraic group G. If U ⊆ Y is an open set satisfying that π−1(U) ⊆ X is G-invariant

with closed orbits on π−1(U), then U is an orbit space and it is homeomorphic to π−1(U)/G.
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Proof. First of all, since we known (prop 2.2.16) that in the affine case, any good quotient is categorical,

we have to prove that, if y ∈ U then π−1(y) ⊆ π−1(U) is exactly a G-orbit. Of course, since π is

G-invariant, π−1(y) contains complete orbits of G so it is enought to prove that if x, y ∈ π−1(U) are

not in the same orbit, then π(x) 6= π(y). To this end, let us take C1 = G · x and C2 = G · y. Then, if

π(x) = π(y), we have that

π(C1) = π(G · x) = π(x) = π(y) = π(G · y) = π(C2)

Hence, in particular, π(C1) ∩ π(C2) 6= ∅ so, by the previous proposition 2.2.18, C1 = C2. Therefore,

G · x = G · y so x and y are in the same orbit, as we wanted to show.

Finally, for the homeomorphism U ∼= π−1(U)/G, observe that the surjective map π : π−1(U) → U is

G-invariant, so it descends to a surjective map π̃ : π−1(U)/G → U . Moreover, by the properties of

the quotient topology, π̃ is open and continuous, so it is enough to prove that π̃ : π−1(U)/G → U is

injective. But this is exactly the previous checking, so the proof is finished. �

Remark 2.2.20. Suppose that X is an affine algebraic variety with an algebraic action of an algebraic

group G on it. Suppose that there exists a good quotient for the action of G on X. Then, if all the

orbits of the action of G are closed, then, by the previous corolary, X/G (with the quotient topology)

is homeomorphic to an algebraic variety, unique up to isomorphism. Identifying this spaces, we will

say that we have endow X/G with the structure of an algebraic variety. This type of identifications

will be intensively used in the computation of chapter 4.

The most important result of GIT that we will use is the existence of good quotients for affine varieties.

Of course, this good quotient is, in fact, the GIT quotient. See [59] for further references.

Theorem 2.2.21. Let X be a complex affine reductive variety and let G be a complex reductive

algebraic group acting on X algebraically. The GIT quotient X
π→ X � G is a good quotient and, in

particular, a categorical quotient.

Remark 2.2.22. Continuing with this type of descriptions of quotients, ifX is a variety with an algebraic

action of an algebraic groupG whose orbit spaceX/G is a variety, X/G is called a geometric quotient

if X/G is also a good quotient. We will not need this fact anywhere in this work.

The case of general projective varieties is so rather more dificult and requires the analysis of some

special points in the variety that behaves well under the action of G, known as stable and semi-stable

points. In this particular sets, the GIT behaves well and can be applied as in the affine case. For a

complete introduction to this fascinating area, see, for example [59].

2.2.5 Character Varieties via GIT Quotients

With this notion of GIT quotient, we can finally define what is a character variety. However, to this

end, we need to restrict our attention to algebraic groups G which are reductive, in order to obtain
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a well behaved GIT quotient, as explained before. Observe that, in this case, taking G as a complex

reductive group, G is affine, so for any finitely generated group Γ, Hom(Γ, G) is an affine variety and

the previous Geometric Invariant Theory can be applied.

Definition 2.2.23. Let Γ be a finitely generated group and let G be a complex reductive algebraic

group. Let Hom(Γ, G) be space of representations of Γ into G with its structure of affine algebraic

variety. Then, the character variety of Γ into G, RG(Γ) is the GIT quotient

RG(Γ) := Hom(Γ, G) �G

where G acts on Hom(Γ, G) by conjugation.

Remark 2.2.24. Let us take G = GL(V ) for some complex vector space V and let us consider a

representation ρ : Γ → GL(V ). The character associated to ρ is the homomorphism χρ : Γ → C
given by χρ(g) = tr(ρ(g)), the trace of the induced map.

Of course, since the trace is invariant under change of basis, we have that, if ρ1, ρ2 : Γ → GL(V ) are

isomorphic representations (or equivalently, conjugated) then χρ1 = χρ2 . However, if we restric our

attention to irreducible representations, then the reciprocal is also true, that is, two representations

are isomorphic if and only if they have the same character. Therefore, if Hom0(Γ, GL(V )) denotes

the set of irreducible representations of Γ, then we have that the space of characters can be identified

with the quotient

Hom0(Γ, G)/G

Hence, in this sense, the character variety RG(Γ) = Hom(Γ, G) �G can be seen as a extension of the

space of characters, becoming a algebraic variety, which justifies its name.

Definition 2.2.25. Let X be manifold with finitely generated fundamental group π1(X) and let G be

a complex reductive algebraic group. The G-character variety of X, RG(X) is the algebraic variety

RG(X) := RG(π1(X)) = Hom(π1(X), G) �G

Remark 2.2.26. Every compact manifold has a finitely generated fundamental group and, moreover,

every compact manifold with a finite number of removed points has a finitely generated fundamental

group. In particular, we can take X to be a compact Riemann surface, or a compact Riemann surface

with a finite number of removed points (called the punctures, the parabolic points or the marked

points).

Remark 2.2.27. Since the compact orientable surfaces are topologically clasified in terms of its genus,

the G-character variety only depends on the genus of X. Hence, if X is a compact Riemann surface

of genus g ≥ 0, then X is homeomorphic to Σg, the orientable surface of genus g, so its fundamental

group is

π1(Σg) =

〈
α1, . . . , αg, β1, . . . , βg |

g∏
k=1

[αk, βk] = 1

〉
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Therefore, using this presentation, we have that the G-character variety is

RG(Σg) =

{
(A1, . . . , Ag, B1, . . . , Bg) ∈ G2g |

g∏
k=1

[Ak, Bk] = 1

}
�G

Usually, due to its relation with other moduli spaces, it is denotedMg
B(G) =MB(Σg, G) := RG(Σg).

When G = SL(2,C) we will simply write Mg.

Example 2.2.28. Concretely, we will discuss the case of SL(2,C)-character variety of an elliptic curve

(i.e. a compact Riemann surface of genus g = 1). In this case, we will denote M =M1, having

M =
{

(A,B) ∈ SL(2,C)2 | [A,B] = Id
}

� SL(2,C)

2.2.5.1 Parabolic character varieties

In this work we will study deeply the case of a SL(2,C)-character variety of an elliptic curve, that is

a smooth complex projective curve of genus 1 or, equivalently, a compact Riemann surface of genus 1,

with a finite number of punctures, sometimes called SL(2,C)-parabolic character varieties. Let

us suppose that our elliptic curve X has s punctures, that is, s removed points, so the fundamental

group of this surface is

π1(X) = π1(Σ1 − {p1, . . . , ps}) =

〈
α, β, γ1, . . . , γs | [α, β]

s∏
i=1

γi = 1

〉

so, analogously to the previous example, the SL(2,C)-character variety, that we will called Ms is

Ms = RSL(2,C)(Σ1−{p1, . . . , ps}) =

{
(A,B,C1, . . . , Cs) ∈ SL(2,C)2+s | [A,B]

s∏
i=1

Ci = Id

}
�SL(2,C)

where the action of SL(2,C) is by simultaneous conjugation. In particular, we will focus on the case

of only one puncture, that is, the variety

M1 =
{

(A,B,C) ∈ SL(2,C)3 | [A,B]C = Id
}

� SL(2,C)

Remark 2.2.29. Of course, the genus 1 case is only important in order to simplify the computations,

so, analogously, we can define the SL(2,C)-parabolic character variety of a curve of genus g ≥ 1 with

s punctures

Mg
s :=

{
(A1, . . . , Ag, B1, . . . , Bg, C1, . . . , Cs) ∈ SL(2,C)2g+s |

g∏
k=1

[Ak, Bk]

s∏
i=1

Ci = Id

}
� SL(2,C)

with SL(2,C) acting by simultaneous conjugation.
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Remark 2.2.30. Even more general, for an affine reductive complex group G, the parabolic character

variety with s punctures on a compact Riemann surface X is

MB,s(X,G) :=

{
(A1, . . . , Ag, B1, . . . , Bg, C1, . . . , Cs) ∈ G2g+s |

g∏
k=1

[Ak, Bk]

s∏
i=1

Ci = Id

}
�G

with G acting by simultaneous conjugation.

However, due to its relations with other moduli spaces, we will have to restrict the possible represen-

tations of the loop arround the puncture, γ. In particular, we will fix a conjugacy class on SL(2,C),

called it C ⊆ SL(2,C), and we will only focus on representations ρ : π1(Σ1 − {?}) → SL(2,C) with

ρ(γ) ∈ C. In this setting, it is usually said that the loop arround the puncture has prescribed mon-

odromy. In this case, the SL(2,C)-character variety of this special representations will be called MC ,
being the space

MC =

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = Id

C ∈ C

}
� SL(2,C)

This space admits two possible isomorphic (as complex varieties) presentations. First of all, observe

that the map

{(A,B) ∈ SL(2,C) | [A,B] ∈ C} ←→
{

(A,B,C) ∈ SL(2,C)2 × C [A,B]C = id
}

(A,B) 7−→ (A,B, [A,B]−1)

is an algebraic isomorphism. Moreover, since [PAP−1, PBP−1] = P [A,B]P−1 for A,B, P ∈ SL(2,C),

this map respects the conjugation, so it descends to the quotient under the action of SL(2,C) by

conjugation, inducing an isomorphism of algebraic varieties

MC ∼=
{

(A,B) ∈ SL(2,C)2 | [A,B] ∈ C
}

� SL(2,C)

For the other presentation, let us take some element ξ ∈ C and define

Mξ =
{

(A,B) ∈ SL(2,C)2 | [A,B] = ξ
}

� Stab(ξ)

where Stab(ξ) is the stabilizer of ξ under conjugation on SL(2,C).

Remark 2.2.31. In this case, we should restrict the action of SL(2,C) to the action of Stab(ξ). Indeed,

if P ∈ SL(2,C) and A,B ∈ SL(2,C) satisfies [A,B] = ξ, then [PAP−1, PBP−1] = ξ if and only if

PξP−1 = ξ, that is P ∈ Stab(ξ). Therefore, the action is well-defined only restricting to Stab(ξ).
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To see that this space Mξ if algebraic isomorphic to MC , observe that, the map

φ : Mξ ←→ MC
(A,B) · Stab(ξ) 7−→ (A,B) · SL(2,C)

is clearly well defined since Stab(ξ) ≤ SL(2,C) and, if (A,B) · Stab(ξ) ∈ Mξ then [A,B] = ξ so

[A,B] ∈ C. Moreover, it is surjective since, if (A,B) · SL(2,C) ∈MC , then, there exists P ∈ SL(2,C)

such that [PAP−1, PBP−1] = P [A,B]P−1 = ξ so (A,B) · SL(2,C) = (PAP−1, PBP−1) · SL(2,C)

and (PAP−1, PBP−1) · Stab(ξ) ∈Mξ is a contraimage via φ.

Finally, for the injectivity, suppose that (A,B) · Stab(ξ) and (A′, B′) · Stab(ξ) satisfy φ((A,B) ·
Stab(ξ)) = φ((A′, B′) · Stab(ξ)). Then, we have that (A,B) · SL(2,C) = (A′, B′) · SL(2,C) so there

exists P ∈ SL(2,C) such that A′ = PAP−1 and B′ = PBP−1. In this case, P should satisfies

ξ = [A′, B′] = [PAP−1, PBP−1] = P [A,B]P−1 = PξP−1

so ξ ∈ Stab(ξ) and, therefore (A,B) · Stab(ξ) = (A′, B′) · Stab(ξ).

Remark 2.2.32. This kind of arguments will be extensively used in the computations of chapter 4

without further details. The complete proof of those statements is a straightforward application of

these ideas.

Finally, we will also study the case of two puntures on a elliptic curve. Then, the desired SL(2,C)-

parabolic character variety with prescribed monodromy on conjugacy classes C1, C2 ⊆ SL(2,C) around

the punctures is

MC1,C2 =

{
(A,B,C1, C2) ∈ SL(2,C)4

∣∣∣∣∣ [A,B]C1C2 = Id

C1 ∈ C1, C2 ∈ C2

}
� SL(2,C)

with SL(2,C) acting by simultaneous conjugation.

2.3 Relations between Moduli Spaces

The relations between the moduli spaces of Higgs bundles, moduli spaces of flat connections and

character varieties is a very deep and active area of reseach, known as non-abelian Hodge theory.

In this section, we will sketch the fundamental points of the theory, maybe in a little non-rigurous

way. For a detailed account on his wide subject, please check [69] or [31].

As the name sugests, the starting point of this theory is the following interplay between algebro-

geometric objects. Let us fix a compact Riemann surface X and denote H∗DR(X,C) the de Rham

cohomology of X with complex coefficients. Since every compact Riemann surface is a compact
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Kähler manifold, classical Hodge theory (see theorem 3.1.31) give us a decomposition

H1
DR(X,C) ∼= H1,0

Dol(X)⊕H0,1
Dol(X) (2.1)

where Hp,q
Dol(M) is the Dolbeault cohomology of X.

Now, observe that, considering Dolbeault cohomology as a sheaf cohomology (see remark A.1.3), if Ωp

denote the sheaf of holomorphic p-forms, we have isomorphisms

H0,1
Dol(X) ∼= H0(X,Ω1) H1,0(X) ∼= H1(X,Ω0) = H1(X,OX)

where we have used that Ω0 = OX , the sheaf of holomorphic funcions on X (also known as the

structure sheaf). Finally, observe that

H1(X,OX) = Pic(X)

the Picard group of X, that is, the group of holomorphic line bundles on X.

Therefore, via this isomorphisms, 2.1 can be reinterpreted as

H1
DR(X,C) ∼= Pic(X)⊕H0(X,Ω1)

that is, is the same to have a 1-cohomology class as to have a pair of an algebraic line bundle and a

holomorphic 1-form.

On the other hand, if HB(X,C) is the singular cohomology of X with coefficients in X (also called

Betti cohomology), then de Rham theorem give us an isomorphism HB(X,C) ∼= HDR(X,C). However,

by Hurewicz theorem (see [18]) we have that HB(X,C) ∼= π1(X)
[π1(X),π1(X)] ⊗Z C ∼= Hom(π1(X),C).

Philosofically, non-abelian Hodge theory translates this abelian framework to the more general setting

of moduli spaces. Along all this section, let G ⊆ GL(n,C) be a complex reductive linear group. In the

sense of non-abelian Hodge theory, the non-abelian analogues of the previous one are the following:

• De Rham cohomology: Its non-abelian analogous is the moduli space of flat G-connections,

MDR(X,G).

• Dolbeault cohomology: Its non-abelian analogous is the moduli space of G-Higgs bundles,

MDol(X,G).

• Betti cohomology: Its non-abelian analogous is character variety, MB(X,G).

The first step in this non-abelian Hodge theory is to understand the relation between flat G connections

and representations π1(X) → G. The key point here is a geometric tool called the monodromy

representation.
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Definition 2.3.1. Let Π1(X) be the fundamental groupoid of X, that is, the category whose objects

are the points of X and whose morphism between x, y ∈ X are the homotopy classes of paths between

x and y. For example, if x = y, then HomΠ1(X)(x, x) = π1(X,x). A local system of R-modules is a

functor

V : Π1(X)→ R−Mod

from the fundamental groupoid of X to the category of R-modules.

Given a local system V of complex vector spaces on X (usually just called a local system), and fixed

any x0 ∈ X, denote Vx0 := V(x0). Then, we define a group homomorphism ρV : π1(X) → GL(Vx0)

given, for [γ] ∈ π1(X) = HomΠ1(X)(x0, x0)

ρ([γ]) = V([γ]) ∈ GL(Vx0) = Hom(Vx0 , Vx0)

A local system V of complex vector spaces is called a G-local system if ρV : π1(X)→ G ⊆ GL(Vx0).

Proposition 2.3.2. There is an injective mapping from G-local systems on X, modulo natural equiv-

alence, and representations π1(X)→ G modulo conjugation.

{G− local systems on X}
∼

↪→ {π1(X)→ G}
G

Moreover, given a G-local system of complex vector spaces V, using it, we can define a sheaf on X,

FV , whose stalks are (FV)x = V(x). This sheaf has a very special property

Definition 2.3.3. Let X be a complex manifold and let F be a sheaf on X. F is called a locally

constant sheaf if there exists a covering {Ui} ⊆ X such that, for all Ui and x ∈ Ui, the passing-to-

stalk morphism ρi : F(Ui)→ Fx is an isomorphism.

In this case, FV is a locally constant sheaf. This is because, since X has a basis of simply-connected

open sets, then for every x, y ∈ X close enough, the unique class of path between x and y give us

an isomorphism between (FV)x and (FV)y. Moreover, quotienting by isomorphisms, we obtain the

following result.

Proposition 2.3.4. There is a 1-1 correspondece between G-local systems on X, modulo isomorphism,

and locally G-constant sheaves on X, modulo sheaf isomorphism.

Finally, since a locally constant sheaf of modules is automatically locally free (because F(Ui) is iso-

morphic to Fx for any x ∈ Ui) using the relation between locally free sheaves and vector bundles with

a flat connection (see [60]), we have the following result.

Proposition 2.3.5. There is a 1-1 correspondece between locally constant sheaves on X, modulo sheaf

isomorphism, and flat G-vector bundles, modulo gauge equivalence.
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Therefore, putting together these correspondences, we have a mapping from flat G-vector bundles,

modulo gauge equivalence, to representations π1(X) → G modulo conjugation. This identification

which respects the topology, is the so called Riemann-Hilbert correspondence, whose proof can

be found in [71].

Theorem 2.3.6 (Riemann-Hilbert correspondece). The moduli spaces of G-flat connectionsMDR(X,G)

and the character variety RG(X) =MB(X,G) are analytically isomorphic.

Even more, we can twist this spaces in order to obtain an even more general Riemann-Hilbert corre-

spondence. For this, let us define the twisted character variety

Md
B(X,G) :=

{
(A1, . . . , Ag, B1, . . . , Bg) ∈ G2g |

g∏
k=1

[Ak, Bk] = e
2πid
n Id

}
�G

Theorem 2.3.7 (Riemann-Hilbert correspondece, twisted case). The moduli spaces of G-flat connec-

tions on X−{p0} holonomy e
2πid
n Id around p0, Md

DR(X,G) and the character variety Md
B(X,G) are

analytically isomorphic.

Now, we can also focus our attention to the moduli space of G-Higgs bundles or, more restrictive,

of holomorphic vector bundles. In this context, the starting point of the theory was a result of

Narasimahan and Seshadri that relates polystable holomorphic vector bundles of rank n and unitary

character varieties. In the original proof in [58], they used only algebraic methods to stated the

theorem. However, Donaldson, in a later paper [19] gave a new proof of this theorem using gauge-

theoretical methods, that iniciate the study of this theorem from the point of view of Higgs bundles.

Theorem 2.3.8 (Narasimhan-Seshadri). The moduli space of polystable holomorphic vector bundles of

rank n degree 0, MV B(M,n, 0), is homeomorphic to the character variety RU(n)(X) =MB(X,U(n)).

Analogously, for general degree d ∈ Z we have that Ms(M,n, d) is homeomorphic to Md
B(X,U(n)).

Hitchin in [35] proved a generalization of this theorem for the case of SU(2)-Higgs bundles using a

totally different proof based on gauge theory. Later, the combined work of Donaldson, Corlette and

Simpson in [20], [14] and [70], among others, proved the following version.

Theorem 2.3.9. Let G ⊆ GL(n,C) be a reductive Lie group. The moduli space of polystable G-vector

bundles n degree 0, MDol(M,G) is homeomorphic to the character variety RG(X) = MB(X,G).

Analogously, for general degree d ∈ Z we have that Md
Dol(M,G) is homeomorphic to Md

B(X,G).

Therefore, with this result, the relation between moduli spaces is the following, where C0 indicates

continuos isomorphism (that is, homeomorphism) and Cω analytical isomorphism.

Md
B(X,G)

gg
C0

''OOOOOOOOOOO77
Cω

wwooooooooooo

Md
DR(X,G) oo

C0
//Md

Dol(X,G)
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Remark 2.3.10. This three different points of view allow us to introduce a very special structure on

this spaces, known as a hyperkähler structure, which consists of three compatible Kähler structures.

Finally, in the context of parabolic G-Higgs bundles, Metha and Seshadri in [53], first, and later

Simpson in [68], proved the following non-abelian Hodge correspondence for parabolic Higgs bundles.

Theorem 2.3.11. Let G ⊆ GL(n,C). Let us choose parabolic points p1, . . . , ps ∈ X, and let us define

the effective Weil divisor D = p1 + . . . + ps. Let us fix conjugacy classes C1, . . . , Cs ⊆ G given by

semisimple elements. Then, we have

• The moduli space of parabolic G-bundles of parabolic degree 0 with parabolic structures α on D

Mα
Dol(X,G) is homeomorphic to the parabolic character variety of X with s marked points and

holonomies in C1, . . . , Cs around p1, . . . , ps, respectively, MC1,...,Cs(X,G).

• The moduli space of flat logarithmic G-bundles with poles in D MDR,s(X,G) is analytically

isomorphic to parabolic character variety of X with s marked points and holonomies in C1, . . . , Cs
around p1, . . . , ps, respectively, MC1,...,Cs(X,G).

MC1,...,Cs(X,G)
hh

C0

((QQQQQQQQQQQQQ66
Cω

vvlllllllllllll

MDR,s(X,G) oo
C0

//Mα
Dol(X,G)

Corollary 2.3.12. Let us take SL(2,C) ⊆ GL(2,C). Let us choose parabolic points p1, p2 ∈ X, and

let us fix different conjugacy classes C1, C2 ⊆ SL(2,C) of semisimple elements. Then, MC1,C2(X) :=

MC1,C2(X,SL(2,C)) is homeomorphic to the moduli space of traceless parabolic Higgs bundles of rank

2 and parabolic degree 0 with a fixed parabolic structures α, Mα
Dol(X,SL(2,C).

2.3.1 Nahm Transform

In this interplay between moduli spaces, there is a fundamental tool, known as the Nahm transform

that allow us to relate different types of solutions to the Yang-Mills equations (of which Higgs bundles

are a special case). Good references for this topic are [41], [40] and [38].

The first example of the Nahm transform appears in the Atiyah-Drinfeld-Hitchin-Mani construction

(usually shortened to ADHM construction) of instantons in R4, see [3] or [21]. Later, Nahm adapted

this method for constructing time-invariant anti self-dual solutions of the Yang-Mills equations, which

he called monopoles [57]. This paper, based on physical arguments, was later formalised in a paper of

Hitchin [34].

Corrigan, Goddard, Braam and van Baal realized that these constructions are special cases of a more

general construction, which they called the Nahm transform. The Nahm trasform, at least in its
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primary state, is a mechanism that transforms anti self-dual connections on R4 that are invariant

under some subgroup of translations Λ ⊆ R4 into dual instantons on (R4)∗ which are invariant under

Λ∗ =
{
α ∈ (R4)∗ |α(λ) ∈ Z,∀λ ∈ Λ

}
In this context, some constructions of instantons arise in this way.

• For Λ = {0}, the Nahm transforms is related to the ADHM construction.

• For Λ = R, it reduces to the study of monopoles, as studied by Hitchin in [34].

• For Λ = Z4, it defines an hyperkähler isometry on the moduli space of instantons over two dual

4-tori, as explained in [10] and [21].

• For Λ = Z2, the Λ-invariant anti self-dual connections on R4 are called doubly periodic

instantons. Therefore, the Nahm transform gives a correspondence between doubly periodic

instantons and certain tame solutions of Hitchin’s equations on a punctured two-torus. See [40],

[39] and [6].

• For Λ = R× Z, we obtain periodic monopoles, as studied in [13].

Indeed, using the Nahm transform, in [40] is proven the following theorem, that justifies the name of

this work.

Theorem 2.3.13. The moduli space of doubly periodic instantons over an elliptic curve X is diffeo-

morphic to the moduli space of traceless parabolic Higgs bundles of rank 2 and parabolic degree 0 with

a fixed parabolic structures α, Mα
Dol(X,SL(2,C).

Therefore, using corolary 2.3.12

Corollary 2.3.14. Let X be an elliptic curve with two marked points p1, p2 ∈ X. Let us fix distinct

conjugacy classes C1, C2 ⊆ SL(2,C) of semisimple elements. Then, MC1,C2(X) is homeomorphic to

the moduli space of doubly periodic instantons over X.

Remark 2.3.15. In the notation of chapter 4, the moduli space of doubly periodic instantons over

an elliptic curve is homeomorphic to the parabolic character variety M[Dλ1
],[Dλ2

] with λ1 6= λ2, λ
−1
2 ,

studied in sections 4.3.3.1, 4.3.3.2 and 4.3.4.6.
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Hodge Structures

3.1 Classical Hodge Theory

3.1.1 L2 Product on Manifolds and the Hodge Star Operator

Let (M, g) be a differentiable compact manifold without boundary, oriented with volume form Ω.

Using the inner product gp : TpM × TpM → R for each p ∈ M , we can define a product in Ωk
p(M),

gkp : Ωk
p(M)× Ωk

p(M)→ R for each p ∈M given, on elemental forms, by

gkp(ω1
p ∧ . . . ∧ ωkp , η1

p ∧ . . . ∧ ηkp) := det
(
gp(ω

i
p
]
, ηjp

]
)
)

where ·] : T ∗pM → TpM is the isomorphism with the dual space induced by gp, i.e. ω]p is the unique

vector such that ωp(X) = gp(ω
]
p, X) for all X ∈ TpM . Furthermore, we can extend this product to a

product gp : Ω∗p(M)→ Ω∗p(M), decreeing that Ωk1
p (M) is orthogonal to Ωk2

p (M) for k1 6= k2.

With this pointwise product, we can define a global product in Ω∗(M), known as the L2 product by

〈ω, η〉L2 :=

∫
M
gp(ωp, ηp) Ω

We can introduce a shorthand for this product defining the Hodge star operator ? : Ωk
p(M) →

Ωn−k
p (M), where n = dimRM . Indeed, given ηp ∈ Ωk

p(M), ?ηp is the unique (n− k)-form such that

ωp ∧ (?η)p = gp(ωp, ηp) Ωp

Moreover, we can extend this operator to a global operator ? : Ωk(M) → Ωn−k(M) and, with this

operator, we have that

〈ω, η〉L2 =

∫
M
ω ∧ ?η

72
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Remark 3.1.1. ? preserves the orthogonality law between form of different degree, that is, if ω ∈ Ωk1(M)

and η ∈ Ωk2(M) with k1 6= k2, we have that ω ∧ ?η = 0.

In fact, there is a very simple way of compute the Hodge star operator in local coordinates, using the

following proposition.

Proposition 3.1.2 (Computation of the Hodge Star Operator). Let (M, g) be a compact oriented

riemannian manifold of dimension n and let p ∈M . Let ω1, . . . , ωn be a positively oriented orthonormal

base of T ∗pM with respect to the induced inner product on 1-forms. Then, over k-forms, the Hodge

Star operator can be computed as

? (ωi1 ∧ · · · ∧ ωik) = sign(σ) · ωj1 ∧ · · · ∧ ωjn−k

where σ =

(
1 2 · · · k k + 1 k + 2 · · · n

i1 i2 · · · ik j1 j2 · · · jn−k

)
is a permutation of {1, . . . , n}.

Proof. Observe that, since ω1, . . . , ωn is a positively oriented orthonormal base, we obtain that it holds

gkp
(
ωi1 ∧ · · · ∧ ωik , sign(σ) · ωj1 ∧ · · · ∧ ωjn−k

)
= 1 and ω1 ∧ · · · ∧ ωn = Ω. Hence, in this way

(ωi1 ∧ · · · ∧ ωik) ∧
(
sign(σ) · ωj1 ∧ · · · ∧ ωjn−k

)
= sign(σ)2ω1 ∧ · · · ∧ ωn = Ω

Therefore, sign(σ) · ωj1 ∧ · · · ∧ ωjn−k satisfies the property required to be de Hodge Star of ωi1 ∧ · · · ∧
ωik . �

Remark 3.1.3. From this characterization for the Hodge Star, is very simply to observe that ?−1 =

(−1)k(n−k)?, so ?? = (−1)k(n−k).

Remark 3.1.4. Using the same definition, we can extend the definition of the Hodge Star operator

to semi-riemannian manifolds. In this case, the previous proposition is analogous up to a sign that

apears when we act on time-like covectors. Therefore, it can be shown that, in this case, we have

?? = s(−1)k(n−k), where s = ±1 is the signature of the semi-riemannian metric.

3.1.2 Laplace-Beltrami Operator

Definition 3.1.5. Let (M, g) be a differentiable oriented compact manifold. Let T : Ω∗(M)→ Ω∗(M)

be a linear operator (not necessarely bounded), we say that T ∗ : Ω∗(M)→ Ω∗(M) is a formal adjoint

of T over Ω∗(M) if, for all ω, η ∈ Ω∗(M) we have

〈ω, Tη〉L2 = 〈T ∗ω, η〉L2

Moreover, if T ∗ = T we say that T is a symmetric operator.
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Proposition 3.1.6. Let d : Ωk(M) → Ωk+1(M) be the exterior differential over a compact oriented

riemannian manifold (M, g). Then, the linear operator d∗ : Ωk+1(M)→ Ωk(M) given by

d∗ = (−1)n(k+1)+1 ? d?

is the formal adjoint of d over Ω∗(M) with respect to the L2 inner product.

Proof. Let ω, η ∈ Ωk(M), then, using the distributivity of d and the remark 3.1.3 we have

d (η ∧ ?ω) = dη ∧ ?ω + (−1)kη ∧ d(?ω) = dη ∧ ?ω − η ∧ ?(d∗ω)

So, integrating over M and using the Stokes theorem in its boundaryless version

0 =

∫
∂M

η ∧ ?ω =

∫
M

d (η ∧ ?ω) =

∫
M

dη ∧ ?ω −
∫
M

η ∧ ?(d∗ω) = 〈dη, ω〉L2 − 〈η, d∗ω〉L2

as we wanted to show. �

Definition 3.1.7. Let (M, g) be a compact oriented riemannian manifold with exterior differential

d : Ω∗(M)→ Ω∗+1(M), whose formal adjoint operator, with respect to the L2 norm, is d∗ : Ω∗(M)→
Ω∗−1(M). The Laplace-Beltrami operator, ∆ : Ωk(M)→ Ωk(M), is given by

∆ = d d∗ + d∗ d

Moreover, a differential form ω ∈ Ω∗(M) is said harmonic if ∆ω = 0.

Remark 3.1.8. Using the explicit formula for d∗ in terms of the Hodge Star, we can rewrite the

Laplace-Beltrami operator ∆ : Ωk(M)→ Ωk(M) in its classic form

∆ = (−1)n(k+1)+1d ? d ?+(−1)nk+1 ? d ? d

Moreover, with this explicit expresion, its easy to recover the classic laplacian operator for C∞ func-

tions (i.e. elements of Ω0(M)) in a flat manifold. Let us suppose that, there exists a local isometry

ϕ : U → Rn for some open set U ⊂M1. Therefore, using this map, we can take coordinates (x1, . . . , xn)

in U , such that ∂
∂x1

∣∣∣
p
, . . . , ∂

∂xn

∣∣∣
p

is a orthogonal basis of TpM , for all p in U .

1This can be achieved if, for example, the sectional curvature is zero in an open set of M .
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Let f ∈ C∞(U) and note that d∗(f) = 0, so we have

∆ f = d∗d(f) = − ? d ? d(f) = −
n∑
i=0

?d ?
∂f

∂xi
dxi

= −
n∑
i=0

(−1)i ? d

(
∂f

∂xi
dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

)

= −
n∑
i=0

(−1)i ?

n∑
j=1

∂2f

∂xi∂xj
dxj ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

= −
n∑
i=0

∂2f

∂x2
i

? (dx1 ∧ · · · ∧ dxn) = −
n∑
i=0

∂2f

∂x2
i

where, in the third line, the sum is cut because the i, j term is not null if and only if i = j (otherwise,

it contains two dxj). Hence, in summary, over Ω0(U) we have

∆ = −
(
∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n

)
as usual in analysis (up to sign).

Furthermore, if we use the adjointness of the operators used in the definition of the laplacian, we

obtain that, for all ω, η ∈ Ω∗(M)

〈∆ω, η〉L2 = 〈(d d∗ + d∗ d)ω, η〉L2 = 〈ω, (d∗ d+ d d∗) η〉L2 = 〈ω,∆η〉L2

Hence, with this simple computation, we have just prove

Corollary 3.1.9. The Laplace-Beltrami operator is symmetric with respect to the L2 product, that is

〈∆ω, η〉L2 = 〈ω,∆η〉L2

for all ω, η ∈ Ω∗(M).

Indeed, repeating the computation with the same form, we obtain a characterization of the harmonic

forms, which by definition are solutions of a second-order PDE, in terms of a system of first-order

PDE.

Corollary 3.1.10. A differential form ω ∈ Ω∗(M) is harmonic if and only if dω = 0 and d∗ω = 0.

Proof.

〈∆ω, ω〉L2 = 〈(d d∗ + d∗ d)ω, η〉L2 = 〈dω, dω〉L2 + 〈d∗ω, d∗ω〉L2

Hence, cause the inner product is positive defined, ∆ω = 0 if and only if dω = 0 and d∗ω = 0. �
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3.1.3 Hodge Decomposition Theorem

The most important result in classical Hodge theory is the theorem known as the Hodge Decomposition,

that allow us to have a better understanding of the space of differentiable forms. As we shall see, this

insight becomes very useful for topological and geometric considerations.

Recall that a differentiable k-form ω ∈ Ωk(M) is call harmonic if ∆ω = 0, and let us denote the space

of harmonic differentiable k-forms as Hk(M).

Theorem 3.1.11 (Hodge Decomposition). Let (M, g) be a compact oriented riemannian manifold

of dimension n, with Laplace-Beltrami operator ∆ : Ω∗(M) → Ω∗(M). Then, for each 0 ≤ k ≤ n,

Hk(M) is finite dimensional and we have the split

Ωk(M) = ∆ Ωk(M)⊕Hk(M)

Furthermore, this decomposition is orthogonal with respect to the L2 norm.

Corollary 3.1.12. For each 0 ≤ k ≤ n we have the orthogonal decomposition

Ωk(M) = dΩk−1(M)⊕ d∗Ωk+1(M)⊕Hk(M)

Before its proof, let us discuss some of its consecuences. Maybe, the most evident one is that it solves

the Poisson problem in compact manifolds.

Corollary 3.1.13. Let (M, g) be a compact oriented riemannian manifold and let us consider πH :

Ω∗(M) → H∗(M) the orthogonal projection of the space of forms onto the space of harmonic forms,

given by the Hodge Decomposition Theorem.

Given η ∈ Ω∗(M) the Poisson problem ∆ω = η has solution if and only if πH(η) = 0. Furthermore, if

it has solution, one and only one solution lives in H∗(M)⊥.

Proof. The first part is evident from the Hodge decompostion of Ω∗(M), because, by the directness

of the sum, η ∈ Im ∆ if and only if πH(η) = 0.

For the uniqueness, let us suppose, that ω1, ω2 ∈ H∗(M)⊥ are two solutions of ∆ω = η, then

∆ (ω1 − ω2) = η − η = 0 so ω1 − ω2 ∈ H∗(M). Moreover, bt hypothesis, ω1 − ω2 ∈ H∗(M)⊥ so,

by orthogonality, it must be ω1 = ω2. �

Remark 3.1.14. Note that, without boundary conditions, the uniqueness of the Poisson problem is an

utopy. Indeed, if ω is a solution of ∆ω = η and α ∈ H∗(M), then ω + α is also a solution. However,

as we will se below, depending of the topology of M , we can reach uniqueness up to constant.

Thanks to this proposition, we can define the operator that asigns, to every differential forms, its

non-harmonic part.
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Definition 3.1.15. Let η ∈ Ω∗(M), we define the Green operator of η, G(η) as the unique ω ∈
H∗(M)⊥ such that ∆ω = η − πH(η).

The Green operator satisfies a crucial property.

Proposition 3.1.16. G commutes with every linear operator T that commutes with ∆ and such that

its formal adjoint T ∗ : Ω∗(M)→ Ω∗(M) is defined.

Proof. Let T : Ω∗(M)→ Ω∗(M) be a linear operator such that ∆ ◦ T = T ◦∆, then

∆TG (η) = T∆G (η) = T (η − πH(η)) = Tη − πH(Tη) = ∆G (Tη)

where T commutes with πH because, if η = ωH⊥ ⊕ ωH, then Tη = TωH⊥ ⊕ TωH. Therefore, both

G (Tη) and TG (η) are solutions of ∆ω = η − πH(η).

By uniqueness of the Poisson equation, it is enought to show that TG (η) ∈ H∗(M). To this end, let

α ∈ H(M) be any harmonic form, then

〈TG (η) , α〉L2 = 〈G (η) , T ∗α〉L2 = 0

because, by the commutativity of T with ∆, T ∗α is harmonic.

�

Corollary 3.1.17. G commutes with d.

After this technical lemma, we can proof our desired result.

Theorem 3.1.18. Let M be a compact oriented riemannian manifold. Then, every cohomology class

of the de Rham cohomology contains one and only one harmonic representator.

Proof. Let ω ∈ Hk
dR(M). Then, by the Hodge theorem, there exists η ∈ Hk(M) such that ω =

∆G(ω) + η. But, then

ω = (d d∗ + d∗ d)G(ω) + η = d d∗G(ω) + d∗G(dω) + η = d d∗G(ω) + η

Therefore, η is an harmonic form in the cohomology class ω.

For uniqueness, let us suppose that η1, η2 are two harmonic forms in the same chomology class, that

is, η1 = η2 + dα for some differential form α. Observe that, dα ∈ Hk(M)⊥, cause, for every harmonic

β we have

〈β, dα〉L2 = 〈d∗β, α〉L2 = 0

Therefore, dα is an harmonic form orthogonal to Hk(M), so it must be dα = 0 and, hence, η1 = η2. �
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From this result, we can deduce some very important conclusions.

Corollary 3.1.19. Hk
dR(M) is isomorphic (as a R-vector space) to Hk(M). In particular, we have

dimRH
k
dR(M) <∞.

Corollary 3.1.20 (Poincaré duality). If M is a compact orientable differentiable manifold, then

Hk
dR(M) ∼=

(
Hn−k
dR (M)

)∗
Proof. Let us define the pairing ϕ : Hk

dR(M)×Hn−k
dR (M)→ R by

ϕ([ω] , [η]) =

∫
M

ω ∧ η

Note that, by the Stokes’ theorem, ϕ is well defined. Moreover, if ϕ were non-degenerated, then

ω 7→ ϕ(ω, ·) will define the desired isomorphisim between Hk
dR(M) and

(
Hn−k
dR (M)

)∗
.

To check it, observe that if [ω] ∈ Hk
dR(M), with ω harmonic, then ?ω ∈ Hn−k

dR (M) is also closed. Indeed,

cause ∆? = ?∆, we have that ?ω is also harmonic, which, in particular, means that d (?ω) = 0. Taking

this into acount, we have

ϕ([ω] , [?ω]) =

∫
M

ω ∧ ?ω = ‖ω‖L2 6= 0

except for ω = 0. �

Example 3.1.21 (Cohomology of S1). Observe the general fact that, for every differentiable manifold,

cause Im (d : Ω−1(M)→ Ω0(M)) = 0, then

H0(M) = Ker d : Ω0(M)→ Ω1(M)

But, for f ∈ Ω0(M) = C∞(M), df = 0 if and only if f is locally constant, and all the constant are

linearly dependent over R. Therefore, H0(M) ∼= RN , where N is the number of conected components

of M .

In particular, we have that S1 is conected, so H0(S1) ∼= R. Therefore, using the Poincaré duality, we

have that H1(S1) ∼=
(
H1−1(M)

)∗ ∼= (
H0(M)

)∗ ∼= R∗ ∼= R. Hence, only using analytical methods, we

just have computed the cohomology of S1.

3.1.4 Hodge Decomposition on Kähler Manifolds

3.1.4.1 The adjoint operatos of ∂ y ∂ and their laplacians

In the same way than for the exterior derivative, d, the existence of an hermitian metric on a complex

manifold allows us to define formal adjoints for ∂ y ∂.
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First, observe that the Hodge star operator can be extended to Ω∗C(M) by C-linearity and preserves

the bigrading, i.e. ? : Ωp,q(M) → Ωn−p,n−q(M), with n = dimCM . Hence, using this star, we can

define an hermitian product on Ω∗C(M), also called the L2 product by

〈ω, η〉L2 :=

∫
M
ω ∧ ?η

for any ω, η ∈ Ω∗C(M). Then, we obtain the following characterization of the adjoints operators of the

Dolbeault operators.

Proposition 3.1.22. Let (M, g) be a compact hermitian complex manifold and let ∂ y ∂ be its anti-

Dolbeault and Dolbeault operators, respectively. Then, on Ωp,q(M), the formal adjoints ∂∗ : Ωp,q(M)→
Ωp,q−1(M) and ∂

∗
: Ωp,q(M)→ Ωp−1,q(M), respect to the L2 product, are

∂∗ = − ? ∂ ? ∂
∗

= − ? ∂?

Proof. We will prove it for ∂
∗
, and the other case is analoguous. Let ω ∈ Ωp,q(M) and η ∈ Ωp−1,q(M),

then, using the Leibniz rule for ∂, the fact ∂ ? ω = ∂(?ω) and remark B.1.12 we have

∂ (η ∧ ?ω) = ∂η ∧ ?ω + (−1)kη ∧ ∂(?ω) = ∂η ∧ ?ω − η ∧ ?(∂∗ω)

Now, if α ∈ Ωn−1,n(M), then dα = ∂α + ∂α = ∂α, cause ∂α ∈ Ωn−1,n+1(M) = 0. Thus, integrating

on M and using Stokes’ theorem in the boundaryless version

0 =

∫
M

d (η ∧ ?ω) =

∫
M

∂ (η ∧ ?ω) =

∫
M

∂η ∧ ?ω −
∫
M

η ∧ ?(∂∗ω) = 〈∂η, ω〉L2 − 〈η, ∂∗ω〉L2

as we wanted to prove. �

Using this operators, and their adjoints, we can generalize even more the notion of laplace operator

and consider the operators ∆∂ ,∆∂ : Ωp,q(M)→ Ωp,q(M), given by

∆∂ = ∂∂∗ + ∂∗∂ ∆∂ = ∂∂
∗

+ ∂
∗
∂

In analogy with the Laplace-Beltrami operator, we denote Hp,q∂ (M) and Hp,q
∂

(M) the set of harmonic

(p, q)-form, with respect to ∆∂ and ∆∂ , respectively. In that case, using similar techniques to the

proof of the Hodge decomposition theorem, we have

Theorem 3.1.23. Let M be a compact hermitian complex manifold with Dolbeault-typle Laplace-

Beltrami operator ∆∂ : Ω∗,∗(M) → Ω∗,∗(M). Then, for any 0 ≤ p, q ≤ n, Hp,q
∂

(M) is finite dimen-

sional, and the following decomposition holds

Ωp,q
C (M) = ∆ Ωp,q

C (M)⊕Hp,q
∂

(M)
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Corollary 3.1.24. Let M be a compact hermitian complex manifold. In every Dolbeault-cohomology

class there exists one and only one ∆∂-harmonic form. Furthermore, we have the C-vector space

isomorphism

Hp,q(M) ∼= Hp,q
∂

(M)

Corollary 3.1.25 (Serre duality). If M is a compact orientable complex manifold, then

Hp,q(M) ∼=
(
Hn−p,n−q(M)

)∗
Proof. Let us pick any hermitian metric forM and let us define the pairing ϕ : Hp,q(M)×Hn−p,n−q(M)→
C by

ϕ([ω] , [η]) =

∫
M

ω ∧ η

By a similar argument to the one of 3.1.22 by Stokes’ theorem, ϕ is well-defined. Moreover, if we

prove that ϕ is non-degenerated, then ω 7→ ϕ(ω, ·) will be the desired isomorphism between Hp,q(M)

and (Hn−p,n−q(M))
∗
.

In order to check it, observe that, if [ω] ∈ Hp,q(M), with ω ∂-harmonic, then ?ω ∈ Hn−p,n−q(M) is

∂-closed too. Indeed, since ∆∂? = ?∆∂ , we have that ?ω is also ∂-harmonic, which, in particular,

means ∂ (?ω) = 0. Hence,

ϕ([ω] , [?ω]) =

∫
M

ω ∧ ?ω = ‖ω‖L2 6= 0

except for ω = 0. �

3.1.4.2 Kähler identities

One of the most important properties of a Kähler manifold is that, only using the osculation of its

Kähler metric, we can relate the Dolbeault operators with the adjoint operators of the anti-Dolbeault

(and viceversa), what is known as the Kähler identities2.

Definition 3.1.26. Let M be a Kähler manifold with ω ∈ Ω2(M). We define the Lefschetz operator

L : Ω∗C(M)→ Ω∗+2
C (X) given by L(η) = ω ∧ η.

Proposition 3.1.27. The operator Λ := ?−1L? : Ω∗C(M)→ Ω∗−2
C (M) is the formal adjoint of L with

respect to the L2 metric.

2Indeed, if we extend our analysis, it can be shown that the Kähler property implies that we can perfectly identify
the super Lie algebra generated by ∆d, ∂, ∂, ∂∗ and ∂ as C-vector space, observing that it is finite dimensional and we
can identify its generators.
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Proof. It is a simple computation, observing that, for all α, β ∈ Ω∗(M)

〈Lβ, α〉L2 =

∫
M
Lβ ∧ ?α =

∫
M
ω ∧ β ∧ ?α =

∫
M
β ∧ ω ∧ ?α

=

∫
M
β ∧ L ? α =

∫
M
β ∧ ?(?−1L ? α) = β, 〈?−1L ? α〉L2

�

Proposition 3.1.28 (Kähler Identities). If M is a Kähler manifold, we have

[Λ, ∂] = −i∂∗ [Λ, ∂] = i∂
∗

Proof. For a detailed proof, see [37] or [73]. It is enough to prove the first identity, since the second

one follows from the first by conjugation and recalling that Λ is real. Moreover, taking adjoints, it is

enough to prove that[L, ∂
∗
] = −i∂.

By proposition A.3.5, given p ∈ M , there exists local coordinates that maps p to 0 ∈ Cn and the

hermitina metric is, locally

g =
∑
k

dzk ⊗ dzk + dzk ⊗ dzk +O(|z|2)

Now, observe that the operators Λ, ∂ y ∂∗ only requiere the Taylor series expansion of the metric up

to order one. Thus, after applying the operators and evaluate in 0 ∈ Cn, the result only depends on

the metric up to order one.

Therefore, it is enough to prove the result for the eucliden metric g =
∑

k dzk ⊗ dzk + dzk. For this

metric, the Kähler form is

ω =
i

2

∑
dzl ∧ dzl

Let us consider α =
∑

I,J aI,J dzI ∧ dzJ ∈ Ωp,q with p = |I| and q = |J |. Then, considering that

∂
∗

= − ? ∂?, a computation shows

[L, ∂
∗
]α = L∂

∗
α− ∂∗Lα = −L ? ∂ ? (α) + ?∂ ? L(α)

In order to compute the Hodge star operator without going crazy, let us introduce the following

notation. Let us suppose that the complex dimension ofM is n. Given a multiindex without repetitions

I = {i1 < i2 < . . . < ik}, we will denote Ic := {1, . . . , n} − I. Moreover, if 1 ≤ r ≤ n, we will denote

by I + k := I ∪ {k} if k 6∈ I and ∅ if k ∈ I. Analogously, we will denote I − k := I − {k}.
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With this notation, we have that ?dzI ∧ dzJ = ±dzIc ∧ dzJc , where the signs only depend on |I| y |J |.
Thus, computing

L ? ∂ ? (α) = L ? ∂ ?

∑
I,J

aI,J dzI ∧ dzJ

 =
∑
I,J

±L ? ∂ (aI,J dzIc ∧ dzJc)

=
∑
I,J,l

±L ?
∂aI,J
∂zk

dzk ∧ dzIc ∧ dzJc =
∑
I,J,l

±L
(
∂aI,J
∂zk

dzI−k ∧ dzJ
)

=
i

2

∑
I,J,k,l

±
∂aI,J
∂zk

dzl ∧ dzl ∧ dzI−k ∧ dzJ =
i

2

∑
I,J,k,l

±
∂aI,J
∂zk

dzI+l−k ∧ dzJ+l

Analogously, for the other term we have

?∂ ? L(α) = ?∂ ? L

∑
I,J

aI,J dzI ∧ dzJ

 =
i

2

∑
I,J,l

?∂ ? (aI,J dzl ∧ dzl ∧ dzI ∧ dzJ)

=
i

2

∑
I,J,l

± ? ∂
(
aI,J dz(I+l)c ∧ dz(J+l)c

)
=
i

2

∑
I,J,k,l

± ?
∂aI,J
∂zk

dzk ∧ dz(I+l)c ∧ dz(J+l)c

=
i

2

∑
I,J,k,l

±
∂aI,J
∂zk

dzI+l−k ∧ dzJ+l

Therefore, putting all together and taking care of signs and index, we have

[L, ∂
∗
]α = −L ? ∂ ? (α) + ?∂ ? L(α) = −i

∑
I,J

∂aI,J
∂zk

dzk ∧ dzI ∧ dzJ = i∂(α)

as we wanted to prove. �

3.1.4.3 Hodge decomposition in cohomology

Finally, all the previous work allow us to prove the desired Hodge decomposition in cohomology. The

main point of this decomposition is that the de Rham cohomology of a complex manifold can be

computed using the Dolbeault cohomology, and do not depend on the complex structure choosen. For

a more extensive introduction to the topic, see [37], [73] and [74].

Proposition 3.1.29. Let M be a compact Kähler manifold and let ∆d,∆∂ and ∆∂ be its Laplace-

Beltrami operators, defined in terms of d, ∂ y ∂. Then, we have

∆d = 2∆∂ = 2∆∂ ∆∂ = ∆∂

Proof. It is enough to show ∆∂ = ∆∂ and ∆d = ∆∂ + ∆∂ . For the first one, recall that, since the

almost complex structure is integrable, we have ∂∂ + ∂∂ = 0 so, using this and the Kähler identities,
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we obtain

∆∂ = ∂∗∂ + ∂∂∗ = i[Λ, ∂]∂ + i∂[Λ, ∂] = i(Λ∂∂ − ∂Λ∂ + ∂Λ∂ − ∂∂Λ)

= i(Λ∂∂ − (∂[Λ, ∂] + ∂∂Λ) + (−[Λ, ∂]∂ + Λ∂∂)− ∂∂Λ)

= i(Λ∂∂ − i∂∂∗ − ∂∂Λ− i∂∗∂ + Λ∂∂ − ∂∂Λ) = ∆∂ + [Λ, ∂∂ + ∂∂] = ∆∂

For the second equality, recall that, again by the Kähler identities, we have

∂∂
∗

+ ∂
∗
∂ = −i(∂[Λ, ∂] + [Λ, ∂]∂) = −i(∂Λ∂ − ∂2Λ + Λ∂2 − ∂Λ∂) = 0

and, therefore

∆d = (∂ + ∂)(∂∗ + ∂
∗
) + (∂∗ + ∂

∗
)(∂ + ∂)

= ∆∂ + ∆∂ + (∂∂
∗

+ ∂
∗
∂) + ∂∂

∗
+ ∂

∗
∂ = ∆∂ + ∆∂

as we wanted to prove. �

Corollary 3.1.30. Let M be a compact Kähler manifold. Then, for all 0 ≤ k ≤ dimRM , the following

decomposition of harmonic forms holds

HkC(M) =
⊕
p+q=k

Hp,q
∂

(M)

Proof. Let α ∈ HkC(M) and let us decompose it in its (p, q)-components, let us say α =
∑

p+q=k

αp,q ∈⊕
p+q=k

Ωp,q(M). It is enough to show that the αp,q are harmonic. For this purpose, observe that

0 = ∆d α =
∑
p+q=k

∆d αp,q

Since ∆d = 2∆∂ is bihomogeneous with bidegree (0, 0) we have that ∆d αp,q ∈ Ωp,q(M), so it should

vanish component by component. In that way, ∆d αp,q = 0 for all p + q = k, or, equivalently αp,q ∈
Hp,q
∂

(M). �

Corollary 3.1.31 (Hodge decomposition in cohomology). Let M be a compact Kähler manifold.

Then, we have the following decomposition in cohomology

Hk(M,C) ∼=
⊕
p+q=k

Hp,q(M)

Moreover, this decomposition does not depend on the choosen Kähler structure.

Proof. The existence part of the decomposition is clear remembering that Hp,q(M) ∼= Hp,q
∂

(M) and

Hk(M,C) ∼= HkC(M) (see theorems 3.1.19 and 3.1.24).
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For uniqueness, let Kp,q ⊆ Hk(M,C) be the set of de Rham cohomology classes that contains any

closed (p, q)-form. We will show that Hp,q(M) = Kp,q. For the inclusion Hp,q(M) ⊆ Kp,q, recall that,

if [α] ∈ Hp,q(M) then there exists a (p, q)-form ∆∂-harmonic, let us say α′ ∈ [α]. However, since

∆dα
′ = 2∆∂α

′ = 0, in particular dα′ = 0, so α′ ∈ [α] is the desired (p, q)-form.

For the contrary inclusion, let [α] ∈ Kp,q with α ∈ Ωp,q(M) closed. By the Hodge decomposition, we

have α = ∆dβ + α′, for α′ ∈ Ωp,q(M) ∆d-harmnic (recall that ∆d is bihomogeneous with bidegree

(0, 0)). Now, in that case, ∆dβ = dd∗β + d∗dβ is closed, so dd∗dβ = 0. However, Im d∗ ⊥ Ker d, so

we must have d∗dβ = 0. In that case, we have α = d(d∗β) + α′, so [α] = [α′] ∈ Hp,q(M).

Therefore, we have just prove that Kp,q = Hp,q and, thus, we have the metric-independent decompo-

sition

Hk(M,C) ∼=
⊕
p+q=k

Kp,q

�

Corollary 3.1.32. Let M2n be a compact Kähler manifold. We define the Poincaré and Hodge

polynomials, respectively

PM (t) =
2n∑
k=1

bk(M)tk hM (u, v) =
∑

0≤p,q≤n
hp,q(M)upvq

Then, we have PM (t) = hM (t, t).

Corollary 3.1.33. If M is a compact Kähler manifold, conjugation on forms induces an isomorphism

Hp,q(M) = Hq,p(M).

Proof. It is obvious for Kp,q = Hp,q(M). �

In particular, if k is odd, then Hk
C(M) decomposes in a sum of k+1 (which is an even number) pairwise

isomorphic terms. Therefore, its dimension should be an even number. Of course, this introduces a

strong restriction on the topology of compact Kähler manifolds.

Corollary 3.1.34. In a compact Kähler manifold, all the odd Betti numbers, b2k+1, are even.

Corollary 3.1.35. If M2n es a compact Kähler manifold with Kähler form ω, then, for all 0 ≤ p ≤ n,

0 6= [ωp] ∈ Hp,p(M) for every 0 < p ≤ n. In particular, hp,p 6= 0 for all 0 ≤ p ≤ n.

3.2 Pure Hodge Structures

Let MR be a R-module for some ring R with Z ⊆ R (in our cases, it will be R = Z,Q,R,C) and

let k ⊇ R be a field (usually k = Q,R,C). We define the k-fication, Mk as the k-vector space
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Mk := MR⊗Z k. Moreover, given a homomorphism of R-modules f : MR → NR we can also define its

k-fication fk : Mk → Nk given by fk (
∑
mi ⊗ ki) :=

∑
f(mi)⊗ ki.

If k = C then MC = MR ⊗ C has a natural complex conjugation · : MC → MC given forms by∑
mi ⊗ zi :=

∑
mi ⊗ zi.

Definition 3.2.1. Let R be a ring containing Z, usually R = Z,Q,R,C and HR finitely generated

R-module. An pure R-Hodge structure of weight k on HR (usually simply called a Hodge structure

of weight k) is a direct sum decomposition of HC = HR ⊗Z C

HC =
⊕
p+q=k

Hp,q

with Hp,q = Hq,p. A morphism of Hodge structures of weight k is a R-module homomorphism

f : HR → H ′R such that, for all p, q ∈ Z with p + q = k we have that fC : Hp,q → H ′p,q, that is, fC

respects the bigrading induced by the Hodge structures.

Remark 3.2.2. If a finitely generated R-module HR has a grading

HR =
⊕

Hk
R

such that each Hk
R has a pure Hodge structure of weight k, HR is said to have a pure Hodge structure,

without any reference to the weight. With this definitions, the pure R-Hodge structures form a

category denoted by HSR. It is a subcategory of R −Mod, the category of R-modules (or Ab the

category of abelian groups in the case R = Z).

Remark 3.2.3. A Z-Hodge structure is usually called a integral Hodge structure and HSZ is denoted

HS, while a R-Hodge structure is called a real Hodge structure, a Q-Hodge structure is called a

rational Hodge structure and a C-Hodge structure is called a complex Hodge structure.

Definition 3.2.4. Given a pure R-Hodge structure on HR, we define the Hodge numbers associated

to this Hodge structure as

hp,q(HR) = dimCH
p,q

With this numbers, we can form the Hodge polynomial of HR, hH ∈ Z[u, v, u−1, v−1] by

hH(u, v) =
∑
p+q=k

hp,q(HR)upvq

Remark 3.2.5. The sum in the definition of the Hodge polynomial is finite because HR is finitely

generated. If the pure Hodge structure of HR lives in the first quadrant (i.e. if hp,q(HR) = 0 for p < 0

or q < 0) then hH ∈ Z[u, v].

Example 3.2.6. Every R-module MR has a pure Hodge estructure of weight 0 by decreeing M0,0 :=

MC = MR ⊗ C and zero otherwise.
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Example 3.2.7. One of the simplest integral pure Hodge structures that can be defined is the

Tate Hodge structure Z(1) := 2πiZ ⊆ C with a pure Hodge structure of weight −2 by defin-

ing Z(1)−1,−1 := Z(1)C and Z(1)p,q = 0 for p, q 6= −1.

The main reason for living of the pure Hodge structures is to restate the Hodge decomposition theorem

in a more general framework.

Corollary 3.2.8. On every compact Kähler manifold M , its k-th de Rham cohomology ring Hk
dR(M)

has a real pure Hodge structure of weight k living on the first quadrant, given by

Hk
dR(M)C = Hk

dR(M,C) =
⊕
p+q=k

Hp,q(M)

Moreover, since Hk(M,Z) ⊗ C ∼= Hk
dR(M,C) by the de Rham theorem, its integral cohomology ring

Hk(M,Z) also has an integral pure Hodge structure of weight k. Furthermore, the Hodge polynomial

of M is the sum of the Hodge polynomials of the Hodge structures on Hk(M) for k = 0, . . . ,dimRM .

Furthermore, since the induced maps in cohomology factorices through the Dolbeaut cohomology, we

have a stronger result.

Corollary 3.2.9. Let Kähc be the category of compact Kähler manifolds and C∞ maps and let us

define the contravariant functor HZ : Kähc → Ab given by HZ(M) = H∗(M,Z) and, for f : M → N

a C∞-map, HZ(f) = f∗ : H∗(N,Z) → H∗(M,Z). Then HZ factorices through the inclusion HS ↪→
Ab, that is, there exists a contravariant functor H̃Z : Kähc → HS such that the following diagram

commutes

Kähc
HZ //

H̃Z ##G
GG

GG
GG

GG
Ab

HS
. �

<<zzzzzzzz

With a pure Hodge structure we can use the general contructions of linear algebra to build some

associated Hodge structures.

• If HR and H ′R have pure R-Hodge structures of weights k and k′, respectively, then we can define

a pure R-Hodge structure of weight k + k′ on HR ⊗H ′R by defining

(H ⊗H ′)p,qC :=
⊕

p1+p2=p
q1+q2=q

Hp1,q1 ⊗Hp2,q2

• If HR has a pure R-Hodge structure of weight k and H∗R := Hom(HR, R) is its dual, then H∗R

has a pure R-Hodge structure of weight −k by decreeting the decomposition

H∗C
p,q :=

⊕
p+q=−k

H−p,−q
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• More generally, if HR and H ′R have pure R-Hodge structures of weights k and k′, respectively,

then we can define a pure R-Hodge structure of weight k′ − k on HomR(H,H ′) = H∗ ⊗H by

defining

Hom(H,H ′)p,qC :=
⊕

p2−p1=p
q2−q1=q

HomC(Hp1,q1 , Hp2,q2)

Example 3.2.10. Given the Tate Hodge structure Z(1), the m-th Tate Hodge structure is the Hodge

structure on Z(m) := Z(1)⊗ . . .⊗ Z(1)︸ ︷︷ ︸
m times

. It is a Hodge structure of weight −2m on Z(m) = (2πi)m Z

with decomposition Z(m)−m,−m = Z(m)C and zero otherwise. If m < 0, we define Z(m) := Z(−m)∗.

Tensoring by a ring R ⊆ Z we can define the R-Tate m-th Hodge structure R(m) := Z(m) ⊗ R for

m ∈ Z.

Definition 3.2.11. Given a pure Hodge structure HR, we define its m-th Tate twist as the induced

pure Hodge structure on HR(m) := HR ⊗ R(m). A morphism of R-modules f : HR → H ′R is said to

be a morphism of pure Hodge structures of type m if f(−m) : HR → H ′R(−m) is a morphism

of Hodge structures.

Remark 3.2.12. Observe that, using the definitions of the Hodge structure induced in the tensor

product, we have that, if HR has a pure Hodge estructure of weight k, then the Hodge structure on

HR(m) has weight k − 2m and satisfies

H(m)p,q = Hp+m,q+m

Note that this is coherent with the usual definition of the shift of grading in a graded ring.

Example 3.2.13. Let M be a compact Kähler manifold of real dimension 2n. Observe that the

integration map in top cohomology

Tr : H2n(M,C) → C

[ω] 7→ 1

(2πi)n

∫
M
ω

do not respect the Hodge structures on H2n(M,C) = Hn,n(M) and C = C0,0, since Tr(Hn,n(M)) 6⊆
Cn,n = 0. However, if we twist the grading in C we have for Tr(−n) : H2n(M,C) → C(−n) that

Tr(−n)(Hn,n(M)) = C(−n)n,n = C0,0. Therefore, H2n(M,C) and C(−n) are isomorphic as Hodge

structures and Tr is an isomorphism of Hodge structures of type n. Moreover, using this shifted

integration map, we have that the bilinear form used in the Poincaré duality

Hk(M,C)⊗H2n−k(M,C)
∩→ H2n(M,C)

Tr(−n)→ C(−n)

respects de Hodge structures so the Poicaré isomorphism induced by it

Hk(M,C)
∼=→ Hom(H2n−k(M,C),C(−n))
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is an isomorphism of Hodge structures.

Finally, we can also generalize the concept of polarization to this general framework.

Definition 3.2.14. Let HR be a pure R-Hodge structure of weight k. A polarization on HR is a

R-valued bilinear form

Q : HR ⊗R HR → R

such that

• Q is symmetric for k even and antisymmetric for k odd.

• With respect to its complexification QC : HC ⊗C HC → C the spaces Hp,q and Hp′,q′ are

orthogonal for p 6= p′ or q 6= q′.

• Qp,q : Hp,q ⊗Hp,q → C given by Qp,q(x, y) = ip−qQC(x, y) is positive-defined.

A pure Hodge structure that admits a polarization is said to be polarizable. A pure Hodge structure

with a polarization is called a polarized pure Hodge structure.

3.2.1 Pure Hodge Structures via Filtrations

We can use an alternative way for defining pure Hodge structures which, in some contexts, is useful

and will allow us to generalize it to the mixed Hodge structures framework. Let us fix a R-module

HR with a pure Hodge structure of weight k, HC =
⊕

p+q=k

Hp,q. Let us define the submodules

FpHC :=
⊕
r≥p

Hr,k−r

Observe that the Fp form a decreasing filtration

HC ⊇ . . . ⊇ Fp−1HC ⊇ FpHC ⊇ Fp+1HC ⊇ . . . ⊇ {0}

called the associated Hodge filtration. Observe that, since HC is a finite dimensional C-vector space,

the Hodge filtration must have finite length. Moreover, we have

FpHC =
⊕
r≥p

Hr,k−r =
⊕
r≥p

Hk−r,r =
⊕
s≤n−p

Hs,k−s

so we can recover the Hodge structure by

Hp,q = FpHC ∩ FqHC
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Furthermore, the condition that
∞⋃

p=−∞
FpHC = HC can be checked to be equivalent to FpHC ⊕

Fk−p+1HC = HC for all p ∈ Z. Therefore, we can reformulate the property of having a Hodge

structure of weigh k.

Definition 3.2.15 (Equivalent to 3.2.1). Given a finitely generated R-module HR, for some ring

R ⊆ C, a pure Hodge structure on HR of weight k is a decreasing filtration of HC = HR ⊗Z C,

{FpHC}p∈Z
HC ⊇ . . . ⊇ Fp−1HC ⊇ FpHC ⊇ Fp+1HC ⊇ . . . ⊇ {0}

such that, for all p ∈ Z
FpHC ⊕ Fk−p+1HC = HC

3.2.2 Pure Hodge Structures via Representations

Another equivalent way of specifying a pure Hodge structure is via a real representation. Let us define

the real algebraic group S(R) by

S(R) =

{
M(u, v) :=

(
u −v
v u

)
∈ GL(2,R)

}

Observe that, the homomorphism f : S(R)→ C∗ by f(M(u, v)) = u+ iv is an isomorphism, so S(R) is

nothing more that C∗ seen as real algebraic group. In particular, we can see R ↪→ S(R) as the points

of the form M(t, 0) for t ∈ R.

Analogously, we define the complex algebraic group S(C) by

S(C) =

{
M̃(z, w) :=

(
z −w
w z

)
∈ GL(2,C)

}

In this case, we have that S(C) ∼= C∗ × C∗ by M̃(z, w) 7→ (z + iw, z − iw).

Proposition 3.2.16. Let HQ be finite dimensional Q-vector space. There is a natural biyective cor-

respondence between rational Hodge structures of weight k on HQ and real algebraic representations

ρ : S(R)→ GL(HR) such that, ρ|R∗ : R∗ → GL(HR) is of the form ρ(t)(v) = tkv.

Proof. ⇒) If HQ has a pure Hodge structure of weight k

HC =
⊕
p+q=k

Hp,q
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we can decompose every v ∈ HC in v =
∑

p+q=k

vp,q with vp,q ∈ Hp,q in an unique way. Therefore, we

can define the complex representation ρ : C∗ → GL(HC) by

ρ(z)(v) =
∑
p+q=k

zpzqvp,q

This is, in fact, a real representation because

ρ(z)(v) = ρ(z)(v) =
∑
p+q=k

zpzqvp,q =
∑
p+q=k

zpzqvq,p =
∑
p+q=k

zqzpvq,p = ρ(z)(v)

so ρ(z) = ρ(z). Hence, it can be seen as a real algebraic representation ρ : S(R) ∼= C∗ → GL(HR)

that, for t ∈ R∗ ↪→ S(R) is given by

ρ(t)(v) =
∑
p+q=k

tpt
q
vp,q =

∑
p+q=k

tp+qvp,q = tkv

⇐) Let ρ : S(R) → GL(HR) be a real algebraic representation such that, on R∗ is of the form

ρ(t)(v) = tkv and let take its complexification ρC : C∗ → GL(HC).

Since C∗ is an abelian Lie group, by the Schur lemma, every irreducible representation is 1-dimensional.

Hence, taking its irreducible representations, we have a splitting

HC =

dimCHC∑
s=1

Hs ρ =

dimCHC∑
s=1

ρs

where the Hs are 1-dimensional and ρs : C∗ → GL(Hs) is of the form ρs(z)(v) = fs(z)v for some

fs : C∗ → C∗. However, since ρ is real algebraic, fs : C∗ ⊆ R2 → C∗ ⊆ R2 must be a real algebraic

function, ergo of the form fs(z) = zpszqs for some ps, qs ∈ Z. Hence, defining

Hp,q :=
⊕
ps=p
qs=q

Hs

we have that ρC : C∗ → GL(HC) splits ρ =
∑
p,q
ρp,q with ρp,q : C∗ → GL(Hp,q) of the form ρp,q(v) =

zpzqv. Moreover, since ρ on R∗ is

tkv = ρ(t)(v) =

(∑
p,q

ρp,q(t)

)
(v) =

∑
p,q

ρp,q(t)(vp,q) =
∑
p,q

tpt
q
vp,q =

∑
p,q

tp+qvp,q

we must have p+q = k, so HC =
⊕

p+q=kH
p,q, that is, the Hodge structure has weight k. Furthermore,

since ρ is real, ρC(z) = ρC(z) so Hp,q = Hq,p, completing the check that this is a rational pure Hodge

structure of weight k. �
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3.3 Mixed Hodge Structures

In order to study the Weil conjectures, in a serie of articles published between 1971 and 1974 ([15],

[17] and [16]), Deligne extended the notion of pure Hodge structures into a larger category, rather

abstract and artificial, known as mixed Hodge structures. With this general definition, he could proof

that the cohomology ring of a large range of geometric spaces is naturally endowed with this mixed

Hodge structure.

As we will see, this mixed Hodge structures, and especially an integral polynomial that traces them,

will be the main tool of study of SL(2,C) character varieties allowing us to compute some numerical

invariants.

3.3.1 Review of category theory

A category is an abstraction of the fundamental structures that lies in the fundamentals of mathemat-

ics. In some sense, they try to capture the properties that can be defined only refering to mathematical

objects an morphisms between them. For a more general introduction to this topic, see, for example

[75], [48] or [65].

Definition 3.3.1. A category, C, is made of the following elements:

• A class 3, Obj(C), whose elements are called the objets of the category.

• For each A,B ∈ Obj(C), a class, Hom(A,B), whose elments are called the morphisms between

A and B. An element f ∈ Hom(A,B) is denoted by f : A → B. Moreover, the classes

{Hom(A,B)}A,B must be pairwise disjoints.

• A binary associated operation with unit, ◦, called the composition of morphisms, such that,

for all A,B,C ∈ Obj(C), we have a map ◦ : Hom(A,B) ×Hom(B,C) → Hom(A,C) denoted

(f, g) 7→ g ◦ f .

Example 3.3.2. Some examples of categories are

• Set, the category whose objects is the class of all sets and its morphisms are all the maps between

sets.

• Gr, the category of all groups with group homomorphisms and, inside it, the category Ab of all

the abelian groups.

3A class is a generalization of the notion of set, in the sense of the Zermelo-Fraenkel axioms. As we will see, we will
need to form the class of all the sets and, by Russell’s paradox, it cannot be a set. Essentially, a class behaves as a set,
except for the fact that they cannot be elements of another class, eliminating the Russell’s paradox. For a complete
formalization, see Von Neumann-Bernays-Gödel’s axioms.



Chapter 3. Hodge Structures 92

• Top, the category of topological spaces and continous maps between them. More generally, we

have Diff the category of diferentiable manifolds and differentiable maps between them.

• Vark, the category of algebraic varieties over the field k. We k = C, we usually elipse the

subscript.

Definition 3.3.3. A category C is called small if Obj(C) is a set. Analogously, C is called locally

small if, for each A,B ∈ Obj(C), Hom(A,B) is a set.

Example 3.3.4. With this definition, we can consider Cat, the category whose objects are small

categories and functors between them. In that case, Cat is not a small nor a locally small category.

ni localmente pequeña.

Definition 3.3.5. In a category C, a morphism f : A→ B is called a monomorphism if cancels by

left, i.e., if for all g1, g2 : C → A it holds that f ◦ g1 = f ◦ g2 implies g1 = g2. Analogously, f : A→ B

is called an epimorphism if cancels by right, i.e., if forl all g1, g2 : B → C, it holds that g1 ◦f = g2 ◦f
implies g1 = g2.

3.3.1.1 Abelian categories

In the theory of mixed Hodge structures, one of the most important facts is that the mixed Hodge

structures behaves well under kernels and cokernels. This well-behaviour can be captured under

the notion of an abelian category. Roughtly speaking, an abelian category tries to mimic the most

important properties of the category of abelian groups of modules.

In order to extend this notions to general categoris, first of all, let us study how to define Ker y Coker

in a categorical setting.

Definition 3.3.6. In a category C, an object 0 ∈ Obj(C) is called the zero object if, for all object

A ∈ Obj(C), we have two unique morphisms 0 → A and A → 0. In this sense, a morphism A → B

between A,B ∈ Obj(C) is called the zero morphism if it factorices through A→ 0→ B.

Definition 3.3.7. Let C be a category and let f : A → B ∈ Hom(A,B) for A,B ∈ Obj(C). We say

that k : K → A is the kernel of f if f ◦ k = 0 and, for any other morphism k̃ : K̃ → A with f ◦ k̃ = 0

there exists a morphism h : K̃ → K such that k̃ = k ◦ h.

K
k

��@
@@

@@
@@

@

0

""

K̃
k̃

��~~
~~

~~
~

0

||

hoo_ _ _ _ _ _ _

A

f

��
B



Chapter 3. Hodge Structures 93

Analogously, the cokernel of f : A → B ∈ Hom(A,B) is a dual element to kernel, that is, is a

morphism k∗ : B → K∗ such that k∗ ◦f = 0 and, for any other morphism k̃∗ : B → K̃∗ with k̃∗ ◦f = 0

there exists a morphism h : K∗ → K̃∗ such that k∗′ = h ◦ k∗.

K∗
h //_______ K̃∗

B

k∗
``AAAAAAAA

k̃∗
>>}}}}}}}}

A

f

OO
0

NN

0

PP

Let us suppose that, in our category C, every morphism has kernel and cokernel. Then, given a

morphism f : A → B, we define the image of f , Im f as Im f = Ker k∗, where B
k∗→ Coker f is the

cokernel of f .

Definition 3.3.8. A pair of morphisms A
f→ B

g→ C is called exact in B if Im f = Ker g.

Definition 3.3.9. A category C is called abelian if it satifies

• For each A,B ∈ Obj(C), Hom(A,B) is an abelian group and the composition of morphisms is

bilateral linear respecto to the group operation, that is

f ◦ (g + h) = f ◦ g + f ◦ h (g + h) ◦ f = g ◦ f + h ◦ f

• C has zero object.

• For every objects A1 y A2 there exists an object B and morphisms

A1

i1

;;B

p1

{{
p2

##
A2

i2

cc

such that

p1 ◦ i1 = idA1 p2 ◦ i2 = idA2

i1 ◦ p1 + i2 ◦ p2 = idB p2 ◦ i1 = p1 ◦ i2 = 0

• Every morphism f : A→ B has kernel and cokernel.

• For every morphism f : A→ B, we have the following decomposition in f = j ◦ i

0→ Ker f
k→ A

i→ Im f
j→ B

k∗→ Coker f → 0

where i is and epimorphism, j is a monomorphism and Im f ∼= Coker k ∼= Ker k∗. This decom-

position is, usually, called the canonical decomposition of f .
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In an abelian category, monomorphisms and epimorphisms can be characterized as in the case of

groups.

Proposition 3.3.10. In an abelian category, a morphism f : A → B is a monomorfism if and only

if Ker f = 0. Analogously, it is an epimorphism if and only if Coker f = 0. Moreover, f is an

isomorfism if and only if Ker f = 0 y Coker f = 0.

Proof. Let us suppose that f is a monomorphism and K
k→ A is its kernel, so f ◦k = 0 = f ◦0. Hence,

since f cancels by the left, we have k = 0, and, thus, 0 → A satisfies the universal property of been

the kernel of f . The checking for the cokernel is analogous.

Reciprocally, let us suppose that Ker f = 0. In that case, we have that idA : A→ A is the cokernel of

k and, thus, there exists an isomorphism h : A→ Im f . Therefore, using the canonical decomposition

of f , we have

0
0 // A

i //

idA
��

Im f
j // B

k∗ // 0

A

h

==zzzzzzzz

so i is an isomorfism. Therefore, since j is a monomorfism, we have that f = j ◦ i is a monomorphis.

Analogously, if Coker f = 0, then idB : B → B is the kernel k∗ and, thus, there exists an isomorfismo

h′ : B → Im f that resticts j to be and isomorfism. Together with i been an epimorfismo implies that

f is an epimorfism. �

Every axiom of abelian category is natural, except the thirth one. This axiom is related with the

existence of direct sums and direct products, that can be formalized by means of the notion of pullback

and pushout of a diagram.

Definition 3.3.11. Given morphisms f : A→ Z and g : B → Z, a pullback is a pair of morphisms

p1 : P → A and p2 : P → B such that f ◦ p1 = g ◦ p2

P
p1 //

p2

��

A

f

��
B g

// Z
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and they are universals for this diagram, i.e., given morphisms q1 : P ′ → A y q2 : P ′ → B, there exists

a morphisms h : P ′ → P such that p1 ◦ h = q1 and p2 ◦ h = q2.

P ′

h

  A
A

A
A

q1

��

q2

''

P
p1 //

p2

��

A

f

��
B g

// Z

Analogously, given morphisms f : Z → A y g : Z → B a pushout is a pair of morphisms i1 : A→ P

and i2 : B → P such that i1 ◦ f = i2 ◦ g

P A
i1oo

B

i2

OO

Zg
oo

f

OO

and they are universals for this diagram, i.e., given morphisms j1 : A→ P ′ y j2 : B → P ′, there exists

a morphism h : P → P ′ such that p1 ◦ h = q1 and p2 ◦ h = q2.

P ′

P

h
``A

A
A

A

A
i1oo

j1rr

B

j2

MM

i2

OO

Z

f

OO

g
oo

In this way, in an abelian category, given two objects, we can form its direct sum and its direct product,

and both agree. For the proof, see [24].

Proposition 3.3.12. In an abelian category C, for every A,B ∈ Obj(C) the pullbak of the morphisms

A1 → 0 y A2 → 0 and the pushout of the morphisms 0→ A1 and 0→ A2 agree.

3.3.1.2 Filtrations

Definition 3.3.13. Let C be an abelian category4 and let A ∈ Obj(C) be and object of C. A

decreasing filtration of A, F∗A, is a sequence of subobjects of A, {FpA}p∈Z such that

A ⊇ . . . ⊇ Fp−1A ⊇ FpA ⊇ Fp+1A ⊇ . . . ⊇ 0

4Usually, we will take C to be the category of R-modules, the category of abelian groups or the category of k-vector
spaces.
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In this case, (A,F∗) is called a filtered object. The associated graded complex of F∗A, GrF∗ A, is

the graded object GrF∗ A =
⊕

pGr
F
p A where the pieces are given by

GrFp A :=
FpA

Fp+1A

Analogously, an increasing filtration of A, W ∗A is a sequence of subobjects of A,
{
W kA

}
k∈Z such

that

0 ⊆ . . . ⊆W k−1A ⊆W kA ⊆W k+1A ⊆ . . . ⊆ A

and de associated graded complex of W ∗A, Gr∗WA is the graded object Gr∗WA =
⊕

pGr
k
WA where

the pieces are given by

GrkWA :=
W kA

W p−1A

Given two objects A,B ∈ Obj(C) with decreasing (resp. increasing) filtrations F∗A and F∗B (resp.

W ∗A and W ∗B), a morphism f : A→ B is called a filtered morphism or morphism of filtrations

if

f(FpA) ⊆ FpB
(

resp. f(W kA) ⊆W kB
)

for all p ∈ Z. In that case, we will write f : (A,F∗) → (B,F∗) (resp. f : (A,W ∗) → (B,W ∗)). A

filtration F∗A (resp. W ∗A) is called finite if there exist α, ω ∈ Z such that

FαA = A FωA = 0 (resp. WαA = 0 WωA = A)

Remark 3.3.14. Given an increasing filtration W ∗A of an object A, we can define a decreasing filtration

F∗A by

FpA := W−pA

so, in practice, without lost of generality, we can suppose that our filtration is a decreasing filtration.

Example 3.3.15 (Rn). Taking C to be the category of R-vector spaces, and A = Rn, we have the

decreasing filtration

Rn ⊇ Rn−1 × {0} ⊇ . . . ⊇ Rn−k × {0}k ⊇ . . . ⊇ R1 × {0}n−1 ⊇ {0}n

In general, in a vector space V , a decreasing filtration is a sequence of decreasing vector spaces {Vp}p∈Z
such that, taking Fp = Vp

V ⊇ . . . ⊇ Vp−1 ⊇ Vp ⊇ Vp+1 ⊇ . . . ⊇ 0

Definition 3.3.16. Let A ∈ Obj(C) with a decreasing filtration F∗A and let B ⊆ A be a subobject

of A. Then, we can define a filtration on B, called the induced filtration in subobjects, F∗B by

taking

FpB := FpA ∩B
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Analogously, in a quotient A/B for B ⊆ A, we have the induced quotient filtration (or simply the

quotient filtration), F∗A/B, given by

Fp

(
A

B

)
:= π(FpA) =

FpA+B

B
∼=

FpA

FpA ∩B
=
FpA

FpB

where π : A→ A/B is the passing to the quotient map.

3.3.2 The Category of Mixed Hodge Structures

Definition 3.3.17. Let R = Z or Q and let HR be a finitely generated R-module5. A mixed Hodge

structure on HR is pair of

• A finite increasing filtration of the Q-vector space HQ, W ∗HQ, called the weight filtration

0 ⊆ . . . ⊆W k−1HQ ⊆W kHQ ⊆W k+1HQ ⊆ . . . ⊆ HQ

• A finite decreasing filtration of the C-vector space HC, F∗HC, called the Hodge filtration

HC ⊇ . . . ⊇ Fp−1HC ⊇ FpHC ⊇ Fp+1HC ⊇ . . . ⊇ 0

Such that, for each k ∈ Z, the induced filtration of F∗ on GrkWHQ ⊗ C gives a pure rational Hodge

structure of weight k on GrkWHQ. If R = Z the mixed Hodge structure is called integral and, if

R = Q, the Hodge structure is called rational.

Remark 3.3.18. Recall that the induced quotient filtration by F∗ on the graded complex GrkWHQ ⊗C
is given by

Fp(G
k
WHQ ⊗ C) = π

(
FpHC ∩

(
W kHQ ⊗ C

))
=

(
FpHC ∩

(
W kHQ ⊗ C

))
+W k−1HQ ⊗ C

W k−1HQ ⊗ C

Remark 3.3.19. Analogously to the previous definition, we can define, when R = R (resp. R = C),

a real mixed Hodge structure (resp. complex Hodge structure) over a finite dimensional R-

vector space, HR (resp. C-vector space HC). In that case, we should take the weight filtration to be a

filtration of the R-vector space HR (resp. C-vector space HC) and the Hodge filtration should induce

a pure real Hodge structure on GrkWHR (resp. a pure complex Hodge structure on GrkWHC).

Definition 3.3.20. Given two R-modules HR and H ′R with respective R-mixed Hodge structures, and

homomorphism f : HR → H ′R is called a morphism of mixed Hodge structures if fQ : HQ → H ′Q

(resp. fR : HR → H ′R in the real case) is a filtered morphism with respect to W ∗HQ (resp. W ∗HR)

and fC : HC → H ′C is a filtered morphism with respect to F∗HC.

5A finitely generated abelian group if R = Z and a finite dimensional Q-vector space if R = Q



Chapter 3. Hodge Structures 98

With this definitions, we can form the category of R-mixed Hodge structures, denoted by MHSR,

whose objects are finitely generated R-modules with a R-mixed Hodge structues and its morphism are

the morphisms of mixed Hodge structures. It is a subcategory of R−Mod.

One of the most importants results about the category of mixed Hodge structures is that it is well

behaved with respect to kernels and cokernels. The proof of the following theorem can be found in

[12] or [15].

Theorem 3.3.21 (Deligne). The category of R-mixed Hodge structures, MHSR is an abelian category.

Example 3.3.22. Let HR be a pure Hodge structure of weight k, induced by a decreasing filtration

F∗HC of HC. Then HR also has a mixed Hodge structure by taking the Hodge filtration as F∗HC and

the weight filtration as W sHQ := HQ for s ≥ k and W rHQ := 0 for r < k. In this case, the associated

graded complex of W is GrkWHQ = HQ and vanish otherwise, so GrkWHQ ⊗ C = HC and, indeed, the

decreasing filtration F∗HC induces a pure Hodge structure on GrkWHQ⊗C. Thus, this filtrations form

a mixed Hodge structure on HR, as expected.

Example 3.3.23. More general, suppose that, a R-module HR has a pure Hodge structure, that is,

we have a grading HR = ⊕kHk
R and every Hk

R has a pure Hodge structure of weight k. Then, HR also

has a mixed Hodge structure. For building it, first define the weight filtration of HQ as

W kHQ =
⊕
s≤k

Hs
Q

where Hs
Q = Hs

R ⊗Q. Observe that, with this definition, GrkWHQ = Hr
Q.

For the Hodge filtration, let F k∗H
k
C be the decreasing filtration of Hk

R that induces, in Hk
R its pure

Hodge structure of weight k. Let us define the double grading of subspaces

Fk,qHC =
⊕
s>k

Hs
C ⊕ F kq Hk

C

Let A ⊆ Z×Z be the pairs of possibles pairs (k, q) such that F kq H
k
C is not trivial (that is, the filtration

of Hk
C has not stabilized yet in the q-th step). Since every filtration F k∗H

k
C is finite, we can find a

biyection σ : Z→ A that preserves the order with respect to the direct lexicographic order induced in

A ⊆ Z× Z6. Then, using this σ, we define the Hodge filtration as the decreasing filtration

FpHC := Fσ(p)HC

6That, is, we want that the subspaces Fk,qHC comes in order and before Fk′,qHC for k < k′, i.e.

. . . ⊇ Fk,q−1 HC ⊇ Fk,qHC ⊇ Fk,q+1 HC ⊇ . . . ⊇ Fk′,q′−1 HC ⊇ Fk′,q′ HC ⊇ Fk′,q′+1 HC ⊇ . . .

for k < k′ and every q, q′.
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In this case, observe that the induced quotient filtration of F∗HC on GrkWHQ ⊗ C = Hk
C is

Fp(G
k
WHQ ⊗ C) =


Hk

C for p small enough

0 for p big enough

F kpH
k
Q for p intermediate

Therefore, the induced filtration of F∗HC on GkWHQ ⊗C = Hk
C is exactly the filtration F k∗H

k
C (maybe

shifted) so it induces a pure Hodge structure of weight k on GkWHQ⊗C, as expected. As a result, via

this construction, we can see mixed Hodge structures as a generalization of pure Hodge structures.

Example 3.3.24. LetM be a compact Kähler manifold andH∗(M,C) its cohomology ring, H∗(M,C) =⊕
k≥0H

k(M,C). By corolary 3.2.8, every Hk(M,C) has a pure Hodge structure of weight k so, by

the previous example, H∗(M,C) has a mixed Hodge structure. Therefore, the cohomology ring of a

compact Kähler manifold has a mixed Hodge structure.

Example 3.3.25. Moreover, using the same ideas than example 3.3.22, we can build a mixed Hodge

structures on direct sums of mixed Hodge structures. Suppose that we have two finitely generated

R-modules H1
R and H2

R, with respective mixed Hodge structures. Then, we can put a canonical mixed

Hodge structure on HR := H1
R ⊕ H2

R in the following way. Let W ∗H1
Q and W ∗H2

Q be the weight

filtrations and F∗H
1
C, F∗H

2
C be the Hodge filtrations for H1

R and H2
R, respectively. Then, we define

the filtrations W ∗HR and F∗HC by

W kHR := W kH1
R ⊕W kH2

R FpMR := FpH
1
R ⊕ FpH2

R

Using the same technique that in example 3.3.22 we see that this filtration can be used as weight

and Hodge filtrations for a mixed Hodge structure on HR. Furthermore, in the case of a pure Hodge

structure HR =
⊕

kH
k
R, this mixed Hodge structure on HR coincides with the one described on

example 3.3.22.

Analogous considerations can be done to equip tensor products, dual spaces and homomorphisms of

mixed Hodge structures with a mixed Hodge structure.

The main important theorem in this area, and the reason of living of mixed Hodge structures is the

following result, whose proof can be found in [12] or [17]-[16].

Theorem 3.3.26 (Deligne). The cohomology ring of any complex algebraic variety admits a mixed

Hodge structure.

In fact, what Deligne proved is even stronger.

Theorem 3.3.27 (Deligne). Let VarC be the category of complex algebraic varieties with regular

morphisms and let us define the contravariant functor HQ : VarC → Ab given by HQ(X) = Hk(X,Q).

Moreover, for regular maps f : X → Y we define HQ(f) = f∗ : Hk(Y,Q) → H(X,Q). Then H
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factorices through the inclusion MHSQ ↪→ Q − Vect, that is, there exists a contravariant functor

H̃Q : VarC →MHSQ such that the following diagram commutes

VarC
HQ //

H̃Q %%JJJJJJJJJ Q−Vect

MHSQ
+ �

88qqqqqqqqqq

Analogous considerations can be done for the compactly-supported cohomology X 7→ Hk
c (X,Q).

Remark 3.3.28. Noting that H(X,C) = H(X,Q)⊗C (resp. Hc(X,C) = Hc(X,Q)⊗C), we have that

the previous theorem is also valid for complex coefficients and complex Hodge structures.

VarC
HC //

H̃C %%JJJJJJJJJ C−Vect

MHSC
+ �

88qqqqqqqqqqq

As we will see, this complex version of the Deligne’s theorem will be the most important for our

purposes. Therefore, except explicit denotation, hereon H∗(X) will means complex cohomology of X,

H∗(X) := H∗(X,C).

Remark 3.3.29. Using the mapping cone of a map, the previous theorem can be extended for the

category of pairs of complex algebraic varieties PVarC whose objects are elements of the form (X,U)

with X a complex algebraic variety and U ⊆ X a subvariety; and whose maps are regular maps of

pairs f : (X,U) → (Y, V ). Then, the pair cohomology functor (X,U) 7→ H∗(X,U ;Q) also factorices

through mixed Hodge structures

PVarC
HQ //

H̃Q %%KKKKKKKKKK Q−Vect

MHSQ
+ �

88qqqqqqqqqq

and analogously for complex cohomology.

Remark 3.3.30. By GAGA theory, every compact Kähler manifold whose Kähler form is integral (which

are called Hodge manifolds) is a projective algebraic variety so, by theorem 3.3.27, its cohomology

ring has a mixed Hodge structure. This observation agrees with the fact that, as a compact Kähler

manifold, its cohomology ring is has a pure Hodge structure (see corolary 3.2.9) which induces a mixed

Hodge structure.

A very useful tool that we will use in order to compute the mixed Hodge structures of the cohomology

of some complex varieties is a long sequence satisfied by the mixed Hodge structures. The proof can

be found in [60] and the cohomological background can be readed in [18].
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Theorem 3.3.31. Let X be a complex algebraic variety and U ⊆ X be a subvariety. Then, the induced

map in cohomology by the inclusion map i : U ⊆ X gives us a long exact sequence

0 // H0(X,U) // H0(X) // H0(U) =<BC
F δ

�������
�

// H1(X,U) // H1(X) // H1(U) =<BC
F_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

G�
�

�
�

�

@A
//__ Hn(X,U) // Hn(X) // Hn(U) // . . .

that is also a long exact sequence of mixed Hodge structures.

Moreover, given a tiple (X,U, V ) with V ⊆ U ⊆ X, the inclusion maps of pairs

(U, ∅) ↪→ (U, V )
j
↪→ (X,V )

i
↪→ (X,U)

induced a long exact sequence in cohomology

0 // H0(X,U)
i∗ // H0(X,V )

j∗ // H0(U, V ) =<BC
F δ

�������
�

// H1(X,U)
i∗ // H1(X,V )

j∗ // H1(U, V ) =<BC
F_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

G�
�

�
�

�

@A
//__ Hn(X,U)

i∗ // Hn(X,V )
j∗ // Hn(U, V ) // . . .

that is also a long exact sequence of mixed Hodge structures.

Now, recall that, by the compactly-supported excision property, we have that, if X is an algebraic

variety (or manifold, or even more general spaces) and Y ⊆ X is closed, then the inclusion map of

pairs (X − Y, ∅) ↪→ (X,Y ) induces in cohomology an isomorphism

H∗(X,Y )
∼=→ H∗c (X − Y )

Moreover, since the mixed Hodge structure on the compactly supported cohomology is induced from

the one on pairs (see [60]) this isomorphism is also an isomorphism of mixed Hodge structures. There-

fore, we have the following corolary.
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Corollary 3.3.32. Let X be a complex algebraic variety and Y ⊆ X a closed subvariety. Then, we

have a long exact sequence of mixed Hodge structures in compactly-supported cohomology

0 // H0
c (X − Y ) // H0

c (X) // H0
c (Y ) =<BC

F δ

�������
�

// H1
c (X − Y ) // H1

c (X) // H1
c (Y ) =<BC

F_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

G�
�

�
�

�
�

@A
00aa Hn

c (X − Y ) // Hn
c (X) // Hn

c (Y ) // . . .

Proof. Let X̃ ⊇ X be a compactification of X (for example, by projectivization) and let Ỹ ⊆ Y the

closure of Y in X̃. Then, via the previously described isomorphism, the desired long exact sequence

is the long exact sequence for the triple (X̃, Ỹ ∪ (X̃ −X), X̃ −X). �

3.3.3 Deligne-Hodge Polynomials

Let X be a complex variety and let H∗(X,C) be its complex cohomology ring. A very important

invariant that can be computed using the mixed Hodge structure of H∗(X,C) is the well known as

Deligne-Hodge polynomial, or E-polynomial. In order to define it, we have to define some numerical

invariants associated to the mixed Hodge structure.

Definition 3.3.33. Let HR be a finitely generated R-module with a R-mixed Hodge structure on it,

given by weight filtration W ∗H and Hodge filtration F∗H. We define the Hodge pieces associated

to this mixed Hodge structures as the C-vector spaces

Hp,q(HR) := GrFp

(
Grp+qW H ⊗ C

)
and we define the mixed Hodge numbers, or simply Hodge numbers, as

hp,q(HR) := dimCH
p,q(HR)

Remark 3.3.34. Recall that, in general, given a finite filtration (increasing or decreasing) F∗V for some

finite dimensional vector space V , we have that

GrF∗ V =
⊕
p

GrFp V =
⊕
p

FpV

Fp+1V
∼= V
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so, in particular, dimGr∗V = dimV . Now, if we take a finitely generated R-module HR with a mixed

Hodge structure on it, we have

⊕
p,q

Hp,q(HR) =
⊕
p

⊕
q

GrFp

(
Grp+qW H ⊗ C

)
∼=
⊕
p

GrFp

(⊕
q

Grp+qW H ⊗ C

)
∼=
⊕
p

GrFp (HC) ∼= HC

so, in particular, taking dimensions

∑
p,q

hp,q(HR) = dimCHC

Definition 3.3.35. Let X be a complex variety and let Hk(X,C) be its k-th complex cohomology

group and Hk
c (X,C) its compactly-supported k-th complex cohomology group, both endowed with the

mixed Hodge structures given by theorem 3.3.26. We define the Hodge pieces of X as the C-vector

spaces

Hk;p,q(X) := Hp,q(Hk(X,C)) Hk;p,q
c (X) := Hp,q(Hk

c (X,C))

and we define the mixed Hodge numbers, or simply Hodge numbers, of X as

hk;p,q(X) := hp,q(Hk(X,C)) hk;p,q
c (X) := hp,q(Hk

c (X,C))

Moreover, we define the Euler-Hodge characteristic as

χp,qc (X) :=
∑
k

(−1)khk;p,q
c (X)

Definition 3.3.36. Let X be a complex variety and let Hk(X,C) be its k-th complex cohomology

group and Hk
c (X,C) its compactly-supported k-th complex cohomology group, both endowed with

their respective mixed Hodge structures. We define the mixed Hodge polynomial of X (resp. with

compact support) as H(X) ∈ Z[t, u, v] (resp. Hc(X)) given by

H(X)(t, u, v) =
∑
k,p,q

hk;p,q(X) tkupvq

resp. Hc(X)(u, v, t) =
∑
k,p,q

hk;p,q
c (X) tkupvq


From this polynomial, we define the Deligne-Hodge polynomial or the E-polynomial of X as the

polynomial e(X) ∈ Z[u, v] given by

e(X)(u, v) = Hc(X)(−1, u, v) =
∑
p,q

χp,qc (X)upvq

Remark 3.3.37. Sometimes, in the literature the Deligne-Hodge polynomial is refered as e(X)(−u,−v).

We will not use this criterion anytime.
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Remark 3.3.38. By remark 3.3.34, we have that, for all k ≥ 0

∑
p,q

hk;p,q(X) = bk(X)
∑
p,q

hk;p,q
c (X) = bkc (X)

∑
p,q

χp,qc (X) = χc(X)

where bk(X) is the k-th Betti number, bkc (X) is the k-th Betti number with compact support and

χc(X) is the compactly supported Euler characteristic of X. In particular, if P (X) ∈ Z[t] is the

Poincaré polynomial of X and Pc(X) the compactly supported one, we have

P (X)(t) = H(t, 1, 1) Pc(X)(t) = Hc(t, 1, 1)

3.3.3.1 Properties of Deligne-Hodge polynomials

One of the main properties of the Euler characteristic of a topological space X is that it is additive,

that is, if X = X1 tX2 then χ(X) = χ(X1) + χ(X2). This property can be extended to the case of

mixed Hodge structures obtaining the following theorem, whose proof can be found in [16].

Theorem 3.3.39 (Deligne). The Deligne-Hodge polynomial is additive. That is, if X is a complex

variety that can be writen as X = X1 tX2, where X1 and X2 are locally closed in X, then

e(X) = e(X1) + e(X2)

Remark 3.3.40. Recall that a subspace Y ⊆ X is locally closed in X if Y is a closed set of an open

set of X. In the case of algebraic varieties, Y ⊆ X is locally closed means that Y is an open set of a

subvariety of X (a quasi-subvariety). In the practice, this means that Y is the space determined by a

set of polynomials equaties and negation of equalities that contains the ones of X.

Corollary 3.3.41. The following polynomials hold:

• e(Cn)(u, v) = (uv)n.

• If A ⊆ Cn is a finite set of points, then e(Cn −A)(u, v) = (uv)n − |A|.

• e(Pn)(u, v) = 1 + uv + (uv)2 + . . .+ (uv)n = 1−(uv)n

1−uv

Proof. First of all, let us compute the Hodge polynomial of P1. Recall that, using basic techniques of

algebraic topology (for example, an argument using a Mayer-Vietoris sequence) we have that

H0
C(P1) ∼= C H1

C(P1) ∼= 0 H2
C(P1) ∼= C

Now, let us endow P1 with the Fubini-Study metric, becoming a Kähler manifold. By the Hodge

decomposition theorem for pure Hodge structures on compact Kähler manifolds 3.2.8 we have that

H0
C(P1) ∼= H0,0(P1) and H2

C(P1) ∼= H2,0(P1) ⊕ H1,1(P1) ⊕ H0,2(P1). However, since P1 has complex
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dimension 1, Ω2,0(P1) = Ω0,2(P1) = 0, so H2,0(P1) = H0,2(P1) = 0. Hence, the only non-trivial

Dolbeaut-cohomology groups of P1 are

H0,0(P1) ∼= C H1,1(P1) ∼= C

or, in terms of the induced mixed Hodge structure, we have the Hodge numbers

h0;0,0(P1) = h0;0,0
c (P1) = 1 h2;1,1(P1) = h2;1,1

c (P1) = 1

so the only non-trivial Euler characteristics are χ0,0
c = 1 and χ1,1

c = 1. Thus, we have obtain the

Deligne-Hodge polynomial

e(P1)(u, v) = 1 + uv

Furthermore, since P1 = C t {∞} we have that, by additivity of the Deligne-Hodge polynomial

e(C)(u, v) = e(P1)− e(?) = 1 + uv − 1 = uv

as expected.

For the general case of the n-dimensional projective space Pn, we can use a similar argument. By the

same reason that the previous case, it can be shown that the cohomology of Pn is H2k(Pn) ∼= R if

k = 0, . . . , n and vanish otherwise. Now, if we endow Pn with the Fubini-Study metric, it becomes a

Kähler manifold with Kähler form ω ∈ Ω2(Pn). Observe that, for k = 0, . . . , n, [ωk] ∈ H2k(Pn) is the

generator of the corresponding cohomology group. Indeed, since ω is a symplectic form, it is closed,

so dωk = 0. Moreover, ωk is not exact. To see this, observe that, if ωk would be exact for some k, let

us say ωk = dη for η ∈ Ω2k−1(P1), then we will have

ωn = ωk ∧ ωn−k = dη ∧ ωn−k = d
(
η ∧ ωn−k

)
But this is impossible, because, since ω is not degenerated, ωn is a volume form so, in particular∫
P1 ω

n 6= 0, contradicting the Stokes’ theorem. Hence, ωk is a closed non-exact 2k-form and, since

H2k(Pn) ∼= R, we have that H2k(Pn) = [ωk].

For the induced pure Hodge structure, observe that every Kähler form lives in the (1, 1)-part of the

forms, (see remark A.3.4), so ω ∈ Ω1,1(Pn) and ωk ∈ Hk,k(Pn) for k = 0, . . . , n. Hence, in terms of the

Dolbeaut cohomology we have the non-trivial Dolbeaut class 0 6= [ωk] ∈ Hk,k(Pn). Therefore, using

the pure decomposition given by 3.2.8, we have H2k
C (Pn) ∼=

⊕
p+q=2k

Hp,q(Pn), so we obtain that the only

non-trivial Dolbeaut cohomology groups are, for k = 0, . . . , n

Hk,k(Pn) ∼= C
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or, in terms of Hodge numbers h2k;k,k(Pn) = h2k;k,k
c (Pn) = 1 and vanishing otherwise. Thus, χk,kc (Pn) =

1 for k = 0, . . . , n and vanish otherwise, giving the Deligne-Hodge polynomial

e(Pn)(u, v) = 1 + uv + (uv)2 + . . .+ (uv)n

as expected.

For the case of Cn, observe that, removing an affine hypersurface of Pn, we have the decomposition

Pn = Pn−1 t Cn

so, in particular, by theorem 3.3.39, e(Pn) = e(Pn−1) + e(Cn) obtaining

e(Cn)(u, v) = e(Pn)(u, v)− e(Pn−1)(u, v) = (uv)n

Finally, if A ⊆ Cn is a finite set with cardinal |A| then, since the Deligne-Hodge polynomial is additive

and e(A)(u, v) = |A| we have

(uv)n = e(Cn)(u, v) = e(Cn −A)(u, v) + e(A)(u, v) = e(Cn −A)(u, v) + |A|

�

Another important property of the Euler characteristic is that it is multiplicative. That is, if X = Y ×Z
then χ(X) = χ(Y )χ(Z). This property translates into mixed Hodge structures via some kind of

Künneth formula. The proof of this result can be found in [60].

Theorem 3.3.42 (Künneth formula). Let X,Y be complex algebraic varieties endowed with their

respective mixed Hodge structures. Then, for any k ∈ N and p, q ∈ Z we have

HK;p,q
c (X × Y ) ∼=

⊕
k=k1+k2
p=p1+p2
q=q1+q2

Hk1;p1,q1
c (X)⊗Hk2;p2,q2

c (Y )

In particular, we have

hk;p,q
c (X × Y ) =

∑
k,p,q

hk1;p1,q1
c (X) · hk2;p2,q2

c (Y )

Corollary 3.3.43. Let X,Y be complex algebraic varieties endowed with Deligne-Hodge polynomials

e(X), e(Y ) ∈ Z[u, v]. Then, we have

e(X × Y ) = e(X) e(Y )

Furthermore, this multiplicative property of the Euler characteristic (and, thus, of the Deligne-Hodge

polynomial) can be extended using spectral sequences, it can be proved (see [72]) that, if we have
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an orientable fibration X → B with fiber F and B path connected, then again χ(X) = χ(B)χ(F ).

This property of the Euler characteristic again can be extended to the case of mixed Hodge structures

under rather general hypothesis. The proof can be found in [47].

Definition 3.3.44. Let X,B and F be smooth algebraic varieties and let π : X → B. π is called a

semi-algebraic fibration if π is an algebraic map and π : X → B is an holomorphic bundle with

fiber F . This means that, seen X,B and F as complex manifolds with the analytical topology, for

every b ∈ B, there exists an neighbourhood (in the analytical topology) U ⊆ B of b such that π−1(U)

is biholomorphic to U × F .

Theorem 3.3.45 (Logares-Muñoz-Newstead). Let X,B and F be smooth algebraic varieties and let

X → B be a semi-algebraic fibration with fiber F . If the action of π1(B) on H∗c (F ) is trivial, then

e(X) = e(B)e(F )

Remark 3.3.46. Since the previously theorem will be heavily used, we are going to call E-fibration

to any fibration π : X → B with fiber F that satisfies the hypotesis of theorem 3.3.45. Supposing that

π is an algebraic morphism, some cases where the hypothesis are satisfied are:

• B is simply-connected.

• B is irreducible and π is an algebraic bundle, that is, locally trivial in the Zariski topology.

• F = Pn for some n > 0. This was proven in [54] by Muñoz, Ortega and Vázquez-Gallo.

• π is a principal G-bundle with G a connected algebraic group. Indeed, let us fix b ∈ B and

observe that any loop on B around b is associated, up to homotopy, to an automorphism of Fb,

which is the action of some element g ∈ G. Since G is connected, if γ : [0, 1] → G is a path

between g and the identity element e ∈ G, then H : Fb × [0, 1] → Fb given by H(y, t) = γ(t) · y
is an homotopy between g· : Fb → Fb and idFb : Fb → Fb. Therefore, the action of π1(B) on

H∗(F ) is trivial.

Remark 3.3.47. The case of principal bundles, apart from the obvious use, will be also used in the

following way. Let us suppose that we have algebraic varieties Y ⊆ X, an algebraic group G and a

connected subgroup H ⊆ G. Suppose that G acts algebraically and freely on X such that G · Y = X

and, for all y ∈ Y
H · y = G · y ∩ Y

Observe that, in particular, H · Y = Y and X/G ∼= Y/H.

In this situation, we define the right action of H on G× Y by (g, y) · h = (gh, h−1 · y). This is a free

action and the action of G on Y map ρ : G × Y → X is an H-invariant map. Moreover, if we take

x0 ∈ X, let us say x0 = g0 · y0 for some y0 ∈ Y and g0 ∈ G. Then, we have

ρ−1(x0) = {(g, y) ∈ G× Y | g · y = x0} = {(g, y) ∈ G× Y | g · y = y0} = ρ−1(y0) ∼= H · y0
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so H acts transitively on the fibers and, locally, ρ is a H-equivariant fiber bundle.

Therefore, we have an H-principal bundle

H → G× Y ρ→ X

with ρ algebraic. Hence, by remark 3.3.46 this is an E-fibration, so

e(G)e(Y ) = e(G× Y ) = e(X)e(H)

or, equivalently

e(X) = e(Y )e (G/H)

Remark 3.3.48. The hypothesis of theorem 3.3.45 of π1(B) acting trivially on H∗c (F ) is absolutely

necessary. For example, let us take the affine hyperbola

X = {4xy = 1} =
{

(x+ y)2 − (x− y)2 = 1
}
⊆ C2

Of course, the map t 7→ (t, 4t−1) for t ∈ C−{0} is a biregular isomorphism X ∼= X so e(X) = e(C∗) =

uv − 1.

However, let us consider the fibration π : X → C given by π(x, y) = x−y. If t ∈ C−{±i} we have that

π−1(t) =
{

(x, y) ∈ C2 | (x+ y)2 = 1 + t2, x− y = t
} ∼= C×Z2, Therefore, taking X1 = π−1(C−{±i})

we have the semi-algebraic fibration

C× Z2 → X1
π→ C− {±1}

Moreover, for ±i, we have π−1(±i) =
{

(x, y) ∈ C2 | (x+ y)2 = 0, x− y = ±i
} ∼= C. Hence, if we define

X2 = X −X1, then X2 = π−1(i) t π−1(−i) ∼= C t C so, by additivity, e(X2) = e(C) + e(C) = 2uv.

Now, if π was an E-fibration on C − {±1}, then we will have e(X1) = e(C − {±1})e(C × Z2) =

2uv(uv − 2) = 2u2v2 − 4. This, together with the true computation e(X2) = 2uv will give us e(X) =

e(X1) + e(X2) = 2u2v2 − 4 + 2uv 6= uv − 1. Of course the application of theorem 3.3.45 fails because

π1(C− {±i}) does not act trivially on H∗c (C× Z2) = H∗c (C)⊗H∗c (C) since the non-trivial elemental

loops interchange the two copies.

Remark 3.3.49. Using this multiplicative property of the Deligne-Hodge polynomials, the computation

of this polynomials for Cn and Pn can be substantially simplified. Indeed, in the first part of the proof

of corolary 3.3.41, we obtained

e(C)(u, v) = uv e(P1)(u, v) = 1 + uv
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Now, by the multiplicative property

e(Cn)(u, v) = e(

n times︷ ︸︸ ︷
C× . . .× C)(u, v) = (e(C)(u, v))n = (uv)n

and, using the decomposition

Pn = {?} t C t C2 t . . . t Cn

the Deligne-Hodge polynomial of Pn easily follows.

This two properties of the Deligne-Hodge polynomial, additivity and multiplicativity, are the main

ingredients of a powerful technique that allow us to study the cohomological property of algebraic

varieties by stratifying the space in simpler pieces to which we can easily compute their Hodge-

Deligne polynomial. This is known as the stratification technique, first developed by P. Newstead,

M. Logares and V. Muñoz in [47] and extended in [46] or [51], [49], [50] and [52], and the main tool

used for studing the character varieties of this Master’s thesis.

Finally, a very important simplification that we will encounter in our computations is that all the

Deligne-Hodge polynomials will only depends on uv. In general, if the Deligne-Hodge polynomial of

X only depends on uv, then X is said to be of balanced type or of Hodge-Tate type. In that

case, the Deligne-Hodge polynomial of X is writen using the change of variables q := uv, considering

e(X)(q). For example, by the previous example 3.3.41, we have that Cn and Pn are of balanced type

and

e(Cn)(q) = qn e(Pn)(q) = 1 + q + q2 + . . .+ qn =
1− qn

1− q

Moreover, if we only use spaces of balanced type, then all the spaces that can be constructed form

them are going to be of balanced type. In practice, this allow us to assure that all the spaces that will

appear in the computations of chapter 4 will be of balanced type. More preciselly, the assertion is the

following, and its proof can be found in [47].

Proposition 3.3.50. Let X,Y, U be algebraic varieties with Y, U ⊆ X, Y closed in X and X = Y tU .

Then, if two of the spaces are of balanced type, then is the third. Moreover, if F → X → B is a E-

fibration and B,F are of balanced type, then X is of balanced type.

3.3.3.2 Deligne-Hodge polynomials via equivariant methods

Another important tool that we will need for the computations of chapter 4 is a method for computing

the Deligne-Hodge polinomial of a variety X quotiented by an action of Z2. This method is an

application of a more general setting known as equivariant cohomology.

Let us suppose that we have a variety X and an action of Z2 on X. Let us introduce the auxiliar

polynomials

e(X)+ := e(X/Z2) e(X)− := e(X)− e(X)+



Chapter 3. Hodge Structures 110

Then, the key point is that we can extend our theorem of E-fibrations to this equivariant context. For

the proof of this result, see [47].

Theorem 3.3.51. Let X be an algebraic variety with an action of Z2 on it. Let B a smooth irreducible

variety and let F be a variety. Suppose that there exists an E-fibration F → X
π→ B, an algebraic

fibration F → X/Z2
π̃→ B/Z2 and 2 : 1-maps X

ρ→ X/Z2 and B
ρ̃→ B/Z2 such that the following

diagram holds

F

""E
EE

EE
EE

E

����
��

��
��

X

π

��

ρ // X/Z2

π̃
��

B
ρ̃ // B/Z2

Then, we have that

e(X)+ = e(X/Z2) = e(F )+e(B)+ + e(F )−e(B)−

where the action of Z2 on F is the induced action.

Remark 3.3.52. In the hypotesis of theorem 3.3.51. Since π : X → B is an E-fibration, we have

e(X) = e(F )e(B)

and, since e(Y ) = e(Y )+ + e(Y )− for Y = F,B we also obtain that

e(X)− = e(X)− e(X)+ = e(F )+e(B)− + e(F )−e(B)+

3.3.3.3 Mayer-Vietories type arguments for mixed Hodge structures

Finally, let us observe that, in the notation of this section, the long exact sequence of corollary 3.3.32

can be restated in the following useful terms.

Proposition 3.3.53. Let X be a complex algebraic variety and Y ⊆ X a closed subvariety. Then, for

every p, q ∈ Z, we have a long exact sequence of Hodge pieces

0 // H0;p,q
c (X − Y ) // H0;p,q

c (X) // H0;p,q
c (Y ) =<BC

F δ

������
��

oo H1;p,q
c (X − Y ) // H1;p,q

c (X) // H1;p,q
c (Y ) =<BC

F_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

G�
�

�
�

�
�

�

@A
22dd
Hn;p,q
c (X − Y ) // Hn;p,q

c (X) // Hn;p,q
c (Y ) // . . .
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Example 3.3.54. We will finish this section with some computations of Hodge numbers for very

simple and important spaces. First of all, recall that, since Pn is a compact Kähler manifold, it has

a pure Hodge structure that is also a mixed Hodge structure. From the computations of corollary

3.3.41, we know that

H2k;k,k
c (Pn) = C

for k = 0, . . . , n and vanish otherwise. In particular, for P1 we have that the only non-trivial vector

spaces are H0;0,0
c (P1) = H2;1,1

c (P1) = C.

Using this information and the long exact sequence of proposition 3.3.53, we can compute the mixed

Hodge structure of C. To this end, observe that C = P1−{∞}. Thus, taking the long exact sequence

of proposition 3.3.53 with (p, q) = (0, 0) have that the only non-trivial part of this sequence is

0 // H0;0,0
c (C) // H0;0,0

c (P1) // H0;0,0
c ({∞}) // 0

C C

so H0;0,0(C) = 0. Analogously, for (p, q) = (1, 1), the only non-trivial part of the long exact sequence

is

0 // H2;1,1
c (C) // H2;1,1

c (P1) // H2;1,1
c ({∞}) // 0

C 0

so H2;1,1
c (C) ∼= H2;1,1

c (P1) ∼= C. Thus, the unique non-trivial mixed Hodge group in the induced mixed

Hodge structure of C is

H2,1,1
c (C) ∼= C

Finally, using the same ideas, we can compute the mixed Hodge structure of C∗ = C − {0}. Again,

for (p, q) = (1, 1), the only non-trivial part of the induced long exact sequence is

0 // H2;1,1
c (C∗) // H2;1,1

c (C) // H2;1,1
c ({0}) // 0

C 0
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so H2;1,1
c (C∗) ∼= H2;1,1

c (C) ∼= C. However, for (p, q) = (0, 0), the situation is slightly more dificult,

because we have the long exact sequence

0 C

0 // H0;0,0
c (C∗) // H0;0,0

c (C) // H0;0,0
c ({0}) =<BC

F
������

��

// H1;0,0
c (C∗) // H1;0,0

c (C) // H1;0,0
c ({0})

0 0

so H0;0,0
c (C∗) = 0 and H1;0,0

c (C∗) ∼= H1;0,0
c ({0}) ∼= C. In this way, we have that the unique non-trivial

mixed Hodge structure groups of C∗ are

H1;0,0
c (C∗) ∼= C H2;1,1

c (C∗) ∼= C

Example 3.3.55. In fact, inspecting the previous computations, the situation is completelly general.

Let X be any algebraic variety and let us take ? ∈ X. Then, using proposition 3.3.53, we have that,

for (p, q) 6= (0, 0) and k = 0, . . . it holds

Hk;p,q
c (X − {?}) ∼= Hk;p,q

c (X)

Moreover, for (p, q) = (0, 0), in the case of k ≥ 2 we again have

Hk;0,0
c (X − {?}) ∼= Hk;0,0

c (X)

However, for the other two groups, we can only say that the following exact sequence holds

C

0 // H0;0,0
c (X − {?}) // H0;0,0

c (X) // H0;0,0
c ({?}) =<BC

F
������

��

oo H1;0,0
c (X − {?}) // H1;0,0

c (X) // H1;0,0
c ({?}) = 0

In particular, we have that

h0;0,0
c (X − {?}) + h1;0,0

c (X) + 1 = h1;0,0
c (X − {?}) + h0;0,0

c (X)
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SL(2,C)-Character Varieties

4.1 Stratification of SL(2,C)

Recall that SL(2,C), the special linear group of order 2, is the group of complex-valued square

matrices of order 2 with determinant 1. That is,

SL(2,C) = {M ∈ GL(2,C) | det(M) = 1} =

{(
a b

c d

)
∈M2(C) | ad− bc = 1

}

where M2(C) is the space of complex-valued square matrices of order 2.

In a differentiable setting, SL(2,C) is a complex Lie group of complex dimension 3 (i.e. real dimension

6), seen as a closed subgroup of the Lie group GL(2,C). In this case, its analytic topology is the

subspace topology when we look SL(2,C) ⊆ C4, C4 with its analytic topology. Its Lie algebra, known

as sl(2,C), is the vector space

sl(2,C) = {A ∈M2(C) | tr(A) = 0}

with Lie bracket the ring-commutator [A,B] := AB −BA.

Furthermore, in algebraic terms, SL(2,C) is also a complex algebraic affine variety. To this end, let

us look SL(2,C) ⊆ C4 and, with this identification and coordinates (a, b, c, d) in C4, we have that

SL(2,C) = V (ad− bc− 1)

so SL(2,C) is an affine variety of C4. In this sense, seen SL(2,C) ⊆ GL(2,C), SL(2,C) is also a

subvariety of the quasi-affine variety GL(2,C) ⊆ C4.

113
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Strongly related with GL(2,C) and SL(2,C) is the general projective group of order 2, PGL(2,C).

It is defined as the quotient of GL(2,C) by the diagonal automorphisms

PGL(2,C) :=
GL(2,C){(

λ 0

0 λ

) ∣∣∣∣∣ λ ∈ C∗
} =

GL(2,C)

C∗

seen C∗ ↪→ GL(2,C) as the subgroup of diagonal automorphisms.

Furthermore, we can endow PGL(2,C) with the structure of a quasi-projective variety. Observe that

the equivalence relation on GL(2,C) defining PGL(2,C) means that M ≡M ′ if and only if there exists

λ ∈ C∗ such that M ′ = λM . Therefore, the embedding GL(2,C) ↪→ C4 descends to an embedding

PGL(2,C) ↪→ P4 as quasi-projective variety. Therefore, PGL(2,C), with this structure, is an algebraic

group.

Analogously, we can restrict our attention to SL(2,C) ⊆ GL(2,C) and quotient by the diagonal

automorphisms, obtaining the special projective group of order 2, PSL(2,C). However, since the

only diagonal automorphisms of deteminant 1 are Id,−Id ∈ SL(2,C) we have

PSL(2,C) =
SL(2,C)

{Id,−Id}
=
SL(2,C)

Z2

However, in the complex case, this two groups are isomorphic. Indeed, using the inclusion map

SL(2,C) ↪→ GL(2,C), consider the morphism

ϕ : SL(2,C) −→ PGL(2,C)

A 7−→ A · C∗

Observe that ϕ is surjective, since, if M · C∗ ∈ PGL(2,C) for some M ∈ GL(2,C), then, taking

M̃ := M

 1√
det(M)

0

0 1√
det(M)


we have M · C∗ = M̃ · C∗ and M̃ ∈ SL(2,C), so M · C∗ = ϕ(M̃). Therefore, since the kernel of ϕ are

the diagonal morphisms of SL(2,C) it induces an isomorphisms

ϕ̃ : PSL(2,C) =
SL(2,C)

Z2

∼=→ PGL(2,C)

Remark 4.1.1. Of course, the dimension and the ground field do not matter anything at all, so,

analogously, we can define groups GL(n, k), SL(n, k), PGL(n, k) and PSL(n, k) for any field k and

n > 0. Observe that, in the previous argument, the only algebraic fact that we need was that every
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element of C∗ has a square-root. Therefore, if every element of k∗ has a n-th root, we have that

PGL(n, k) ∼= PSL(n, k)

In particular, PGL(n,C) ∼= PSL(n,C) for every n > 0. In the other cases, we just has an inclu-

sion PSL(n, k) ↪→ PGL(n, k). This is, for example, the case of PSL(2,R) ( PGL(2,R) where the

automorphism

(
1 0

0 −1

)
∈ GL(2,R) has no element of SL(2,R) in its R∗-orbit.

4.1.1 First Deligne-Hodge Polynomials

Using the properties of the Deligne-Hodge polynomial, we can easily compute these polynomials for

the groups GL(2,C), SL(2,C) and PGL(2,C).

For the first case, let us fix a basis {e1, e2} of C2. Then, we can define the surjective map π :

GL(2,C) → C2 − {0} given by π(M) = M(e1) (i.e. the image of the first vector of the basis). The

fiber of this map in a point v ∈ C2 are the possible elements w ∈ C2 such that {v, w} is a basis of C2

and this is C2 − 〈v〉 ∼= C2 − C. Therefore, we have the fibration

C2 − C→ GL(2,C)
π→ C2 − {0}

This fibration is locally trivial in the Zariski topology and C2 − {0} is irreducible. Hence, it is an

E-fibration and, thus, by theorem 3.3.45,

e(GL(2,C)) = e(C2 − {0})e(C2 − C) = (q2 − 1)(q2 − q) = q(q − 1)2(q + 1)

For SL(2,C) we can repeat the argument given for GL(2,C) counting properly. Again, let us fix a

basis {e1, e2} of C2 and define the surjection π : SL(2,C)→ C2−{0} given by π(A) = A(e1). However,

in this case, fixed v ∈ C2, its fiber under π is not the entire space C2 − C.

In fact, given a vector w ∈ C2 − 〈v〉, there exists an automorphism A ∈ SL(2,C) such that A(e1) = v

and A(e2) = w if and only if the volume of the basis {v, w} is equal to the volume of the basis {e1, e2}.
This can be achived re-scalling w so there exists one and only one posible vector in possible direction,

so the expected fiber is P(C2 − C) = P1 − {?} ∼= C.

More precisely, let us take the Zariski open set U1 :=
{

(z1, z2) ∈ C2 | z1 6= 0
}
⊆ C2. Then, we have the

fiber

π−1(U1) =

{(
z1 w1

z2 1 + w1z2
z1

) ∣∣∣∣∣ z1 6= 0

}
∼= U1 × C
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Analogous considerations can be done taking the Zariski open set U2 := {z2 6= 0} ⊆ C2. Therefore,

we have the locally trivial fibration in the Zariski topology

C→ SL(2,C)
π→ C2 − {0}

In addition, C2 − {0} is an irreducible variety, so π is an E-fibration . Hence, by theorem 3.3.45,

e(SL(2,C)) = e(C2 − {0})e(C) = q(q2 − 1)

Remark 4.1.2. Another attempt to compute this Deligne-Hodge polynomial could be using the map

ψ : GL(2,C) → SL(2,C) given by ψ(M) = 1√
det(M)

M . Then, in this case, we would have a well

behaved fibration

C∗ → GL(2,C)→ SL(2,C)

so the Deligne-Hodge polynomial would be

e(SL(2,C)) =
e(GL(2,C)

e(C∗)
= q(q2 − 1)

as expected. However, we cannot use this argument, since ψ does not satisfy the hypotesis of theorem

3.3.45, at least in its present form. The reason is that, due to the square-root, ψ is not an algebraic

map.

Finally, for PGL(2,C) observe that the quotient map

C∗ → GL(2,C)→ PGL(2,C)

is a principal C∗-bundle map, so it is an E-fibration and, again by theorem 3.3.45,

e(PGL(2,C)) =
e(GL(2,C)

e(C∗)
=
q(q − 1)2(q + 1)

q − 1
= q(q2 − 1) = q3 − q

4.1.2 The Conjugation Action and the Commutator

Maybe most important action on SL(2,C) that we will study is the action on itself by conjugation,

that is P ·M = PMP−1 for P,M ∈ SL(2,C). Using the Jordan canonical forms, we obtain that

possible Jordan forms are

Id =

(
1 0

0 1

)
− Id =

(
−1 0

0 −1

)
J+ =

(
1 1

0 1

)
J− =

(
−1 1

0 −1

)
Dλ =

(
λ 0

0 λ−1

)
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for λ ∈ C∗−{±1}. Hence, SL(2,C) has five types of conjugacy classes, let us call them [Id], [−Id], [J+], [J−]

and [Dλ] for λ ∈ C− {±1}. We also define the set of orbits

[D] :=
⊔

λ∈C∗−{±1}

[Dλ] = {A ∈ SL(2,C) | tr(A) 6= ±2}

Remark 4.1.3. In SL(2,C), each conjugacy class is a quasi-affine subvariety of SL(2,C). Indeed, since

[Id] = {Id} and [−Id] = {−Id}, we have that [Id] and [−Id] are points, and, in particular, algebraic

subvarieties.

For [J+], observe that, given A ∈ SL(2,C), A ∈ [J+] if and only if A has a single eigenvalue 1 and

is not diagonalizable. However, since the unique diagonalizable matrix with single eigenvalue 1 is Id,

we have that A ∈ [J+] if and only if A has a single eigenvalue 1 and A 6= Id. Furthermore, a matrix

A ∈ SL(2,C) has a single eigenvalue 1 if and only if tr(A) = 2. To check this, observe that, the

characteristic polynomial of A ∈ SL(2,C) is of the form char(A)(λ) = λ2 − tr(A)λ+ 1 which is equal

to (λ−1)2 if and only if tr(A) = 2. Hence, summarizing, A ∈ [J+] if and only if tr(A) = 2 and A 6= Id,

so

[J+] = {A ∈ SL(2,C) | tr(A) = 2, A 6= Id}

which is a quasi-affine subvariety of SL(2,C). Analogously, A ∈ [J−] if and only if A has a single

eigenvalue −1 and A 6= −Id if and only if tr(A) = −2 and A 6= −Id so

[J−] = {A ∈ SL(2,C) | tr(A) = −2, A 6= −Id}

which, again, is a quasi-affine subvariety of SL(2,C). Finally, for [Dλ] observe that A ∈ [Dλ] if and

only if tr(A) = λ+ λ−1 6= ±2, so [Dλ] is the affine subvariety

[Dλ] =
{
A ∈ SL(2,C) | tr(A) = λ+ λ−1, A 6= −Id

}
and, for [D] we can write

[D] = {A ∈ SL(2,C) | tr(A) 6= 2, A 6= −Id}

which is a quasi-affine subvariety of SL(2,C).

Remark 4.1.4. For subsequent computations, we will need to observe that, under the action of SL(2,C)

on itself by conjugation it can be shown that the stabilizer of the canonical matrices are the subgroups

U := Stab(J+) = Stab(J−) =

{(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C

}
∼= C t C

D := Stab(Dλ) =

{(
µ 0

0 µ−1

) ∣∣∣∣∣ µ ∈ C∗
}
∼= C∗
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Remark 4.1.5. Using this stabilizers, we can even compute the Deligne-Hodge polynomial of each

conjugation class:

• For [Id], observe that [Id] = {Id}, that is, just a point, so e([Id]) = 1.

• For [−Id], analogously to [Id], we have that e([−Id]) = 1.

• For [J+], observe that [J+] ∼= SL(2,C)/Stab(J+), with Stab(J+) acting by conjugation. Since

±Id acts trivially, we have that [J+] ∼= SL(2,C)/(Stab(J+)/ {±Id}). But, in this case, we have

that Stab(J+)/ {±Id} ∼= C acts freely on SL(2,C) so we have that

e(J+) =
e(SL(2,C))

e (Stab(J+)/ {±Id})
=
e(SL(2,C))

e (C)
= q2 − 1

• For [J−], analogously to [J+], we have that e([J−]) = q2 − 1.

• For [Dλ], the reasoning is analogous to the one of [J+] but taking Stab(Dλ). Hence, we have

that [Dλ] ∼= SL(2,C)/(Stab(Dλ)/ {±Id}) with Stab(Dλ)/ {±Id} = C∗, so we have

e(J+) =
e(SL(2,C))

e (Stab(Dλ)/ {±Id})
=
e(SL(2,C))

e (C∗)
= q2 + q

• For [D], since SL(2,C) = [Id] t [−Id] t [J+] t [J−] t [D], we obtain

e([D]) = e(SL(2,C))− e([Id])− e([−Id])− e([J+])− e([J−]) = q3 − 2q2 − q

Now, using the group structure, let us define the group-commutator map in SL(2,C)

[·, ·] : SL(2,C)× SL(2,C) −→ SL(2,C)

(A,B) 7−→ [A,B] := ABA−1B−1

This algebraic map will be our main concern of this section. Specifically, using the Jordan canonical

forms, we will be interested in the algebraic varieties

• XId := [·, ·]−1(Id) = {(A,B) ∈ SL(2,C) | AB = BA}.

• X−Id := [·, ·]−1(−Id) = {(A,B) ∈ SL(2,C) | AB = −BA}.

• XJ+ := [·, ·]−1(J+) =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 = J+

}
.

• XJ− := [·, ·]−1(J−) =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 = J−
}

.

• XDλ := [·, ·]−1(Dλ) =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 = Dλ

}
for λ ∈ C − {±1} and, more

generally

XD :=
⊔

λ∈C−{±1}

XDλ
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Remark 4.1.6. Since an algebraic map is a continous map in the Zariski topology and a single-element

subset of an algebraic variety is a closed set, we have that XId, X−Id, XJ+ , XJ− and XDλ for λ 6= ±1

are closed subvarieties of SL(2,C) × SL(2,C). Moreover, XD, as the complement of an algebraic

subvariety, is a quasi-affine subvariety of SL(2,C)× SL(2,C).

Furthermore, we will also need the preimage of each conjugacy class, given by

• X [J+] := [·, ·]−1[J+] =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 ∈ [J+]
}

.

• X [J−] := [·, ·]−1[J−] =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 ∈ [J−]
}

.

• X [Dλ] := [·, ·]−1[Dλ] =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 ∈ [Dλ]
}

for λ ∈ C − {±1} and, more

generally

XD :=
⊔

λ∈C−{±1}

X [Dλ] =
{

(A,B) ∈ SL(2,C) | ABA−1B−1 ∈ [D]
}

=
{

(A,B) ∈ SL(2,C) | tr(ABA−1B−1) 6= ±2
}

Remark 4.1.7. Since [Id] = {Id} and [−Id] = {−Id}, it is unnecessary to define X [Id] and X [−Id].

Remark 4.1.8. Again, since an algebraic map sends quasi-affine subvarieties onto quasi-affine sub-

varieties, we have that all the subsets X [J+], X [J−], X [Dλ] and X [D] are quasi-affine subvarieties of

SL(2,C)× SL(2,C). Thus, in particular, they are algebraic varieties.

Therefore, using this varieties, we have the stratification of SL(2,C)× SL(2,C) in algebraic varieties

SL(2,C)× SL(2,C) = XId tX−Id tX [J+] tX [J−] tXD

Finally, observe that, fixed a conjugacy class C ⊆ SL(2,C), the space XC is very related to Xξ for

ξ ∈ C. Suppose that there exists a subgroup K ⊆ Stab(ξ) ⊆ SL(2,C) such that the action of K

on XC by simultaneous conjugation is trivial and SL(2,C)/K acts freely on XC . Usually, it will be

K = {Id,−Id}, so SL(2,C)/K = PGL(2,C).

In that case, observe that, considering Xξ ⊆ XC , it holds:

• SL(2,C)/K ·Xξ = XC . Indeed, given (A,B) ∈ XC1,C2 , let P ∈ SL(2,C) such that P [A,B]P−1 =

ξ. Then, y := (PAP−1, PBP−1) ∈ Xξ and P−1K · y = (A,B).

• For all y ∈ Xξ we have that

Stab(ξ)/K · y = SL(2,C)/K · y ∩Xξ

This is because, if (A,B) ∈ Xξ and P ∈ SL(2,C) satisfies P · (A,B) ∈ Xξ then it should satify

PξP−1 = P [A,B]P−1 = ξ
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so P ∈ Stab(ξ).

Therefore, the algebraic groups Stab(ξ)/K ⊆ SL(2,C)/K satisfies the hypotesis of proposition 3.3.47

for the varieties Xξ ⊆ XC so we have a Stab(ξ)/K-principal bundle

Stab(ξ)/K → SL(2,C)/K ×Xξ → XC

Hence, since it is an E-fibration, it holds

e
(
XC
)

= e (Xξ) e

(
SL(2,C)/K

Stab(ξ)/K

)
= e (Xξ) e

(
SL(2,C)

Stab(ξ)

)

4.1.3 Deligne-Hodge Polynomial of XId

Let us compute the Deligne-Hodge polynomial of

XId =
{

(A,B) ∈ SL(2,C)2 | AB = BA
}

First of all, observe that we have the degenerated cases

XA
Id := {±Id} × SL(2,C) ⊆ XId XB

Id := SL(2,C)× {±Id} ⊆ XId

so we have that, defining

X̃Id =
{

(A,B) ∈ (SL(2,C)− {±Id})2 | AB = BA
}

= XId −XA
Id −Xb

Id

we have that XId = X̃Id t
(
XA
Id ∪Xb

Id

)
. Hence, by the additivity of the Deligne-Hodge polynomial,

we have

e(XId) = e(X̃Id) + e
(
XA
Id ∪Xb

Id

)
For XA

Id ∪Xb
Id, observe that

XA
Id ∪Xb

Id = {±Id} × ((SL(2,C)− {±Id}) t {±Id} × ((SL(2,C)− {±Id}) t {(±Id,±Id)}
∼= Z4 × (SL(2,C)− {2 points}) t {4 points}

so its Deligne-Hodge polynomial is

e
(
XA
Id ∪Xb

Id

)
= 4 (e(SL(2,C))− 2) + 4 = 4q3 − 4q − 4

In order to study X̃Id, let us consider the trace of A map t : X̃Id → C given by t(A,B) = tr A.

Depending of the value of t we have different strata.
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• Z2 = t−1(2): In this case, since A 6= Id, we should have A ∼ J+, let us say PAP−1 = J+ for

some P ∈ SL(2,C). Hence, since BAB−1 = A we have

J+ = PAP−1 = PBAB−1P−1 =
(
PBP−1

) (
PAP−1

) (
PBP−1

)−1
=
(
PBP−1

)
J+

(
PBP−1

)−1

and, thus, since B 6= ±Id, we have

PBP−1 ∈ Stab(J+)− {±Id} =

{(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C∗
}

Let us define the subvariety of Z2

Ẑ2 =

{(
1 1

0 1

)
,

(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C∗
}
∼= C∗ × Z2

and observe that, for PSL(2,C) acting on Z2 by conjugation, we have just prove that PSL(2,C)·
Ẑ2 = Z2 and that, for all y ∈ Ẑ2

Stab(J+)

{±Id}
· y = PSL(2,C) · y ∩ Ẑ2

Therefore, by remark 3.3.47, we obtain an E-fibration

Stab(J+)

{±Id}
→ PSL(2,C)× Ẑ2 → Z2

so, using that Stab(J+)/ {±Id} ∼= C,

e(Z2) =
e(PSL(2,C))

e(Stab(J+)/ {±Id})
e(Ẑ2) = 2q3 − 2q2 − 2q + 2

• Z−2 = t−1(−2): Observe that the map φ : Z2 → Z−2 given by φ(A,B) = (−A,−B) is an

isomorphism, so

e(Z−2) = e(Z2) = 2q3 − 2q2 − 2q + 2

• Z̃ = t−1(C− {±2}): In this case, we have that tr A 6= ±2, so A diagonalizes in some basis. Let

us suppose that PAP−1 = Dλ for some λ ∈ C∗ − {±1} and P ∈ SL(2,C). In this case, we have

that BAB−1 = A so

Dλ = PAP−1 = PBAB−1P−1 =
(
PBP−1

) (
PAP−1

) (
PBP−1

)−1
=
(
PBP−1

)
Dλ

(
PBP−1

)−1

Hence, PBP−1 ∈ Stab(Dλ) = U , that is, B also diagonalizes via P . Moreover, since B 6= ±Id,

it should be PBP−1 = Dµ for some µ ∈ C∗ − {±1}.

Now, let us define the morphism π̃ : Z̃ → [D] given by π(A,B) = A. The problem is that

we have not control on the action of π1([D]) on H∗(Z̃), so we cannot claim that π̃ is not an
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E-fibration1. Therefore, in order to understand π̃, we define the auxiliar varieties

ˆ[D] := C∗ − {±1} × SL(2,C)

D
Ẑ := (C∗ − {±1})2 × SL(2,C)

D

with D = Stab(Dλ) =

{(
µ 0

0 µ−1

) ∣∣∣∣∣ µ ∈ C∗
}
∼= C∗. Observe that, if we define the action of

Z2 on ˆ[D] by −1 · (λ, P ) = (λ−1, P0PP
−1
0 ) with

P0 =

(
0 1

1 0

)

then we have that ˆ[D]/Z2
∼= [D]. Analogously, if we define the action of Z2 on Ẑ by−1·(λ, µ, P ) =

(λ−1, µ−1, P0PP
−1
0 ), then Ẑ/Z2

∼= Z̃.

Let us define the morphism π : Ẑ → ˆ[D] by π(λ, µ, P ) = (λ, P ). In this case, π do is an E-

fibration with fiber C∗−{±1}. Therefore, if we define the morphisms ρ : Ẑ → Z̃ by ρ(λ, µ, P ) =

(PDλP
−1, PDµP

−1) and ρ̃ : ˆ[D] → [D] by ρ̃(λ, P ) = PDλP
−1, then we have the diagram of

fibrations

C∗ − {±1}

%%JJJJJJJJJJJ

yyttttttttttt

Ẑ

π
��

ρ // Z̃

π̃
��

ˆ[D]
ρ̃ // [D]

Hence, by theorem 3.3.51, we have that

e(Z̃) = e(Ẑ)+ = e( ˆ[D])+ e(C∗ − {±1})+ + e( ˆ[D])− e(C∗ − {±1})−

= e([D])e(C∗ − {±1})+ +
(
e( ˆ[D])− e([D])

)
e(C∗ − {±1})−

For compute this polynomials, observe that, since the action of D/ {±Id} ∼= C∗ is free, we have

e( ˆ[D]) = e(C∗ − {±1})e
(
SL(2,C)

D

)
= e(C∗ − {±1})e (SL(2,C))

e (D)
= q3 − 2q2 − 3q

Moreover, the induced action of Z2 on C∗−{±1} is−1·λ = λ−1 so we have that (C∗ − {±1}) /Z2
∼=

C∗ − {1}. Thus,

e(C∗−{±1})+ = e(C∗−{1}) = q−2 e(C∗−{±1})− = e(C∗−{±1})−e(C∗−{±1})+ = −1

1Indeed, as we will compute, it is not.
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So, finally, using the computation of e([D]) = q3 − 2q2 − q from remark 4.1.5, we have that

e(Z̃) = e([D])e(C∗ − {±1})+ +
(
e( ˆ[D])− e([D])

)
e(C∗ − {±1})− = q4 − 4q3 + 3q2 + 4q

Therefore, putting all together, we obtain the Deligne-Hodge polynomial of X̃Id

e(X̃Id) = e(Z2) + e(Z−2) + e(Z̃) = q4 − q2 + 4

and, with this computation, we finally obtain

e(XId) = e(X̃Id) + e
(
XA
Id ∪Xb

Id

)
= q4 + 4q3 − q2 − 4q

4.1.4 Deligne-Hodge Polynomial of X−Id

Let us compute the Deligne-Hodge polynomial of

X−Id =
{

(A,B) ∈ SL(2,C)2 | AB = −BA
}

To this end, let us fix (A,B) ∈ X−Id. Since −A = B−1AB and the trace is invariant under change of

basis, we have that

tr(A) = tr(BAB−1) = tr(−A) = −tr(A)

so tr(A) = 0 (by symmetry in the argument, tr(B) = 0 too). Hence, if A has eigenvalues λ and λ−1,

then they should satisfy λ+ λ−1 = 0, ergo λ = ±i. Therefore, there exists P ∈ SL(2,C) such that

Ã := PAP−1 =

(
i 0

0 −i

)

But, in this basis, B̃ = PBP−1 =

(
x y

z t

)
should satisfy ÃB̃ = −B̃Ã so

(
i 0

0 −i

)(
x y

z t

)
= −

(
x y

z t

)(
i 0

0 −i

)
⇔

(
ix iy

−iz −it

)
=

(
−ix iy

−iz it

)
⇔ x = t = 0

so, in this basis, B̃ must be of the form

B̃ =

(
0 α

−α 0

)
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Moreover, since the conjugation by a diagonal matrix in SL(2,C) left invariant Ã but rescale B̃, we

can find P ′ ∈ SL(2,C) such that

P ′AP ′−1 =

(
i 0

0 −i

)
P ′BP ′−1 =

(
0 1

−1 0

)

Thus, summarizing, we have just prove that the action of SL(2,C) on X−Id by conjugation is transitive,

since all the elements can be moved to a fixed one. However, this action is not free. Since the isotropy

group of the action can be computed as the stabilizer of any element of the acted set, choosing((
i 0

0 −i

)
,

(
0 1

−1 0

))
∈ X−Id, we have

Iso = Stab

((
i 0

0 −i

)
,

(
0 1

−1 0

))
= {Id,−Id}

Therefore, the action of SL(2,C)/Iso = SL(2,C)/Z2 = PSL(2,C) = PGL(2,C) on X−Id is transitive

and free, so, algebraically

X−Id ∼= PGL(2,C)

and, in particular

e(X−id) = e(PGL(2,C)) = q3 − q

4.1.5 Deligne-Hodge Polynomial of XJ+

Recall that the variety XJ+ is

XJ+ = {(A,B) ∈ SL(2,C) | AB = J+BA}

where

J+ =

(
1 1

0 1

)

First of all let us restric the form of the elements of XJ+ . Let us take (A,B) ∈ XJ+ , which means that

ABA−1 = J+B. Then, taking traces we have

tr(B) = tr(ABA−1) = tr(J+B)

Explicity, if B =

(
x y

z t

)
, then J+B =

(
x+ z y + t

z t

)
so B must satisfy x+ t = tr(B) = tr(J+B) =

x+ z + t, that is, z = 0. Same considerations can be done for A, so, if (A,B) ∈ XJ+ A and B should
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have the form

A =

(
a b

0 a−1

)
B =

(
x y

0 x−1

)
for some a, x ∈ C∗ and b, y ∈ C.

In this restrictive form, we can write down explicit equations for the commutation relation. That is,

(A,B) ∈ XJ+ if and only if

AB =

(
ax ay + bx−1

0 a−1x−1

)
=

(
ax xb+ a−1(x−1 + y)

0 a−1x−1

)
= J+BA

and this happens if and only if ay + bx−1 = xb + a−1(x−1 + y). Therefore, simplifying the equation,

we have the explicit description of XJ+ as the quasi-affine variety in C4

XJ+
∼=
{

(x, a, y, b) ∈ (C∗)2 × C2 | y(x(a2 − 1)) + b(a(1− x2)) = 1
}

= V
(
y(x(a2 − 1)) + b(a(1− x2))− 1

)
∩ {x 6= 0, a 6= 0}

From this description, it is very easy to compute the Deligne-Hodge polynomial of XJ+ . In fact,

observe that, taking the projection π : XJ+ → (C∗)2 − {(±1,±1)}, π(x, a, y, b) = (x, a), the fiber

under π of some (x, a) ∈ (C∗)2 − {(±1,±1)} is a complex line. Therefore, we have the algebraic line

bundle

C→ XJ+

π→ (C∗)2 − {(±1,±1)}

Thus, since an algebraic line bundle over an irreducible variety is a E-fibration, by theorem 3.3.45 we

have

e(XJ+) = e(C)e
(

(C∗)2 − {(±1,±1)}
)

= q((q − 1)2 − 4) = q3 − 2q2 − 3q

Finally, by the argument in section 4.1.2, taking K = {±Id}, we have SL(2,C)/K = PGL(2,C) and,

since PGL(2,C) acts freely on X [J+] we obtain an E-fibration

Stab(J+)/K → PGL(2,C)×XJ+ → X [J+]

Now, since Stab(J+)/K ∼= C, we have e
(

PGL(2,C)
Stab(J+)/K

)
= e(PGL(2,C))

e(C) = q2 − 1. Therefore, we obtain

e
(
X [J+]

)
= e

(
XJ+

)
e

(
PGL(2,C)

Stab(J+)/K

)
= q5 − 2q4 − 4q3 + 2q2 + 3q

4.1.6 Deligne-Hodge Polynomial of XJ−

Now, let us study the variety XJ− , that is

XJ− = {(A,B) ∈ SL(2,C) | AB = J−BA}
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where

J− =

(
−1 1

0 −1

)

As before, we can obtain some restrictions using the constrains on the trace. Let us fix (A,B) ∈ XJ− .

Since ABA−1 = J−B we must have tr(B) = tr(ABA−1) = tr(J−B) and tr(A) = tr(BAB−1) =

tr(J−1
− A). Explicity, let us write

A =

(
a b

c d

)
B =

(
x y

z t

)

with ad− bc = 1 and xt− yz = 1. Then, we have

J−1
− A =

(
−a− c −b− d
−c −d

)
J−B =

(
z − x t− y
−z −t

)

so (A,B) ∈ XJ− should satisfy

c = −2(a+ d) = −2tr(A) z = 2(x+ t) = 2tr(B)

Using these relations, a straighforward computation shows that, given A,B ∈ SL(2,C), AB = J−BA

if and only if the previous relations hold and

2dt+ bz + cy = 0

Thus, we have the explicit description

XJ− =



2dt+ bz + cy = 0

c = −2(a+ d)

z = 2(x+ t)

ad− bc = 1

xt− yz = 1


⊆ C8

or, eliminating the components c and z

XJ− =


dt+ b(x+ t) = y(a+ d)

2b(a+ d) = 1− ad
2y(x+ t) = xt− 1

 ⊆ C6

As we can see, the conjugate invariants tr(A) = a + d and tr(B) = x + t appear everywhere in this

formulas, so it is a good idea to stratify this space based on this invariants. So, taking α := tr(A) = a+d
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and β := tr(B) = x+ t we have the very useful description

XJ− =


yα = bβ + (α− a)(β − x)

2bα = 1− a(α− a)

2yβ = x(β − x)− 1

 ⊆ C6 (4.1)

Now, we can stratify XJ− = Xα
J−
t Xβ

J−
t X̃J− , with Xα

J−
:= XJ− ∩ {α = 0}, Xβ

J−
∩ {β = 0} and

X̃J− = XJ− ∩ {α, β 6= 0}, Observe that Xα
J−
∩Xβ

J−
= ∅ since it cannot occur α = β = 0.

Thus, for X̃J− we have b = 1−a(α−a)
2α and y = x(β−x)−1

2β so, replacing in (4.1) we have

X̃J−
∼=
{
α2(1− x(β − x)) + β2(1− a(α− a)) + 2(α− a)(β − a) = 0

}
=
{
α2x2 + β2a22αβxa− 3α2βx− 3αβ2a+

(
α2 + β2 + 2α2β2

)
= 0
}

(4.2)

=


(
x a 1

)
α2 αβ −3

2α
2β

αβ β2 −3
2αβ

2

−3
2α

2β −3
2αβ

2 α2 + β2 + 2α2β2



x

a

1

 = 0

 ⊆ C2 × (C∗)2

4.1.6.1 Traceless cases

First, let us study Xα
J−

. Replacing α = 0 we have

Xα
J− =


bβ − a(β − x) = 0

2yβ = x(β − x)− 1

a2 = 1

 ∼=
{

bβ − (β − x) = 0

2yβ = x(β − x)− 1

}
︸ ︷︷ ︸

Y+

⊔{
bβ + (β − x) = 0

2yβ = x(β − x)− 1

}
︸ ︷︷ ︸

Y−

⊆ C4

Observe that the projection map π : Y± → C∗, π((b, x, y, β)) = β is surjective and, for β0 ∈ C∗ we

have the fiber

π−1(β0) =




±β0−x

β0

x
x(β0−x)

2β0

β0



∣∣∣∣∣∣∣∣∣∣∣
x ∈ C


∼= C

so π : Y± → C∗ is a algebraic fibration, locally trivial in the Zariski topology, such that

C→ Y±
π→ C∗

Hence, π is an E-fibration and, therefore

e(Y±) = e(C∗)e(C) = q(q − 1)

so, finally

e(Xα
J−) = e(Y+) + e(Y−) = 2q(q − 1)
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Analogously, for Xβ
J−

we have

Xβ
J−

=


yα+ x(α− a) = 0

2bα = 1− a(α− a)

x2 = 1

 ∼=
{
yα+ (α− a) = 0

2bα = 1− a(α− a)

}
︸ ︷︷ ︸

Z+

⊔{
yα− (α− a) = 0

2bα = 1− a(α− a)

}
︸ ︷︷ ︸

Z−

⊆ C4

and the projection over α, π : Z± → C∗ is a surjective E-fibration

C→ Z± → C∗

so, again, e(Z±) = q(q − 1) and therefore

e(Xβ
J−

) = e(Z+) + e(Z−) = 2q(q − 1)

4.1.6.2 Orbit space analysis

Now, let us study X̃J− = XJ− ∩ {α, β 6= 0}. Recall from remark 4.1.4 that, for the action of SL(2,C)

on itself by conjugation we have

Stab(J−) =

{(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C

}

Let us consider the action of Stab(J−) on X̃J− by simultaneous conjugation. We will prove that the

orbit space S := X̃J−/Stab(J−) has a natural structure of algebraic variety. Then, by uniqueness of

good quotients, we will have that X̃J− � Stab(J−) ∼= S. Furthermore, using this description of the

orbit space, we will find that Stab(J−) have isomorphic isotropy groups for any element of X̃J− , let us

call this group Iso(Stab(J−)). Thus, the action of Stab(J−)/Iso(Stab(J−)) on X̃J− is free, obtaining

a principal bundle
Stab(J−)

Iso(Stab(J−))
→ X̃J− → S

In particular, this is an E-fibration, so

e(X̃J−) = e(S)e

(
Stab(J−)

Iso(Stab(J−))

)

In order to describe S = X̃J−/Stab(J−) let us take (A,B) ∈ X̃J− . Observe that, for all λ ∈ C we have

(
1 λ

0 1

)(
x y

z t

)(
1 λ

0 1

)−1

=

(
x+ λz y + λt− λx− λ2x

z t− λz

)
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Therefore, for any (A,B) ∈ SL(2,C) taking PB =

(
1 t

z

0 1

)
∈ Stab(J−) (recall that z 6= 0 since

z = 2β 6= 0)), we have

PBBP
−1
B =

{(
x′ − 1

2x′

2x′ 0

)}

for some x′ ∈ C∗. So, if PBAP
−1
B =

(
a′ b′

c′ d′

)
, since PB · (A,B) = (PbAP

−1
B , PBBP

−1
B ) ∈ XJ− ,

equations (4.2) become equivalent to

a′(α− a′) = 1 +
α2

β2

Therefore, taking λ = α
β , if we define the quasi-affine variety

S =
{
ad = 1 + λ2, a+ d 6= 0

}
⊆ C2 × C∗

then, the map φ : X̃J− → S given by φ(A,B) = PB · (A,B) is a good quotient for the action of

Stab(J−) on X̃J− by simultaneous conjugation, so X̃J− � Stab(J−) ∼= S.

For analysing S, let us consider its Zariski closure

S =
{
ad = 1 + λ2

}
⊆ C2 × C∗

so S = S t S0 with S0 :=
{
ad = 1 + λ2, a+ d = 0

}
. Since S0 is the hyperbola with removed points

S0 =
{
−a2 = 1 + λ

}
− {(±i, 0)}

and any hyperbola is isomorphic to C∗ we have e(S0) = e(C∗)− e({(±i, 0)}) = q − 3 and, therefore

e(S) = e(S)− e(S0) = e(S)− q + 3

Thus, the problem reduces to compute the Deligne-Hodge polynomial of S. For this, let us consider

its projective completion

Ŝ =
{

((x0 : x1 : x2), λ) ∈ P2 × C∗ | x1x2 = (1 + λ2)x2
0

}
in such a way that S = Ŝ − Ŝ∞, where Ŝ∞ are the points at infinity of Ŝ, i.e. Ŝ∞ := Ŝ ∩ {x0 = 0}.
The Deligne-Hodge polynomial of this points at infinity is easy to compute, since we have

Ŝ∞ = Ŝ ∩ {x0 = 0} =
{

((0 : x1 : x2), λ) ∈ P2 × C∗ | x1x2 = 0
}

=
{

((0 : 0 : 1), λ) ∈ P2 × C∗
}
t
{

((0 : 1 : 0), λ) ∈ P2 × C∗
} ∼= C∗ t C∗

so e(Ŝ∞) = 2(q − 1).
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Finally, for Ŝ, let us see it as a conic fibration over the projection map π : Ŝ → C∗, π(a, d, λ) = λ.

This fibration has two different types of fibers:

• The degenerated fibers: They correspond to the fibers over λ = ±i. In these cases, we have

π−1(±i) =
{

((x0 : x1 : x2),±i) ∈ P2 × C∗ | x1x2 = 0
}

∼=
{

(x0 : 0 : x2) ∈ P2
}
∪
{

(x0 : x1 : 0) ∈ P2
} ∼= P1 t

(
P1 − {(1 : 0 : 0)}

)
so if ŜD = π−1(i)tπ−1(−i) are the degenerated fibers, we have e(ŜD) = 2((q+1)+((q+1)−1)) =

4q + 2.

• The non-degenerated fibers: In this case, for λ0 ∈ C∗−{±i} we have that π−1(λ0) = {x1x2 = (1 + λ0)x0}
is a projective non-degenerated conic, so π−1(λ0) ∼= P1. Therefore, π is and algebraic bundle on

the non-degenerated set ŜND = Ŝ − ŜD

P1 → ŜND
π→ C∗ − {±i}

so, in particular, it is an E-fibration, ergo, by theorem 3.3.45

e(ŜND) = e(C∗ − {±i})e(P1) = (q − 3)(q + 1)

Thus, summarizing, we have

e(Ŝ) = e(ŜD) + e(ŜND) = 4q + 2 + (q − 3)(q + 1) = q2 + 2q − 1

From this, we have

e(S) = e(Ŝ)− e(Ŝ∞) = q2 + 2q − 1− 2 (q − 1) = q2 + 1

And, therefore, the Deligne-Hodge polynomial of the orbit space is

e(X̃J− � Stab(J−))e(S) = e(S)− e(S0) = q2 + 1− (q − 3) = q2 − q + 4

Remark 4.1.9. In fact, we have just prove that S stratifies as

S = Ŝ − Ŝ∞ − S0 = ŜND t ŜD − Ŝ∞ − S0

Description that will be very valuable in the following.

With this computation in hand, in order to complete our computation of the Deligne-Hodge polynomial

of X̃J− we need to compute the isotropy groups of the action of Stab(J−) by simultaneous conjugations.

Since the isotropy groups of elements in the same orbit are isomorphic it is enough to compute the



Chapter 4. Character Varieties 131

isotopy group of a complete set of elements of each orbit. For this, recall that, above, we proved that

every orbit contains an element (A,B) ∈ X̃J− with B of the form

B =

(
x − 1

2x

2x 0

)

for some x ∈ C∗. However, given P =

(
±1 λ

0 ±1

)
∈ Stab(J−) with λ ∈ C we have

PBP−1 =

(
x± 2xλ ∓xλ− 2xλ2 − 1

2x

2x ∓2xλ

)

so PBP−1 = B if and only if λ = 0. Moreover, since these elements belong to the center of SL(2,C)

we have that Stab(A,B) = {Id,−Id}. Thus, all the isotropy groups are isomorphic and, therefore,

the isotropy group of Stab(J−) is

Iso(Stab(J−)) = {Id,−Id}

and, therefore

Stab(J−)

{Id,−Id}
∼=

{(
1 λ

0 1

) ∣∣∣∣∣ λ ∈ C

}
∼= C

Hence, summarizing, we have the C-principal bundle

C→ X̃J− → S

which, automatically, is an E-fibration, so

e(X̃J−) = e(C)e(S) = q(q2 − q + 4) = q3 − q2 + 4q

Furthermore, we have just compute the Deligne-Hodge polynomials of every stratum of XJ− so we

have

e(XJ−) = e(Xα
J−) + e(Xβ

J−
) + e(X̃J−) = 2q(q − 1) + 2q(q − 1) + q3 − q2 + 4q = q3 + 3q2

Moreover, by the argument in section 4.1.2, taking K = {±Id}, we have SL(2,C)/K = PGL(2,C)

and, since PGL(2,C) acts freely on X [J−] we obtain an E-fibration

Stab(J−)/K → PGL(2,C)×XJ− → X [J−]
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Now, since Stab(J−)/K ∼= C, we have e
(

PGL(2,C)
Stab(J−)/K

)
= e(PGL(2,C))

e(C) = q2 − 1. Therefore, we obtain

e
(
X [J−]

)
= e

(
XJ−

)
e

(
PGL(2,C)

Stab(J−)/K

)
= q5 + 3q4 − q3 − 3q2

4.1.6.3 A geometric viewpoint

We can understand geometrically X̃J− by means of a fibration with some singular fibers. Recall that,

from the description (4.2) we have that

X̃J−
∼=

(x, a, α, β) ∈ C2 × (C∗)2

∣∣∣∣∣∣∣∣
(
x a 1

)
α2 αβ −3

2α
2β

αβ β2 −3
2αβ

2

−3
2α

2β −3
2αβ

2 α2 + β2 + 2α2β2



x

a

1

 = 0


For simplicity, we will consider its projective completion

X̂J− :=


(
x1 x2 x0

)
α2 αβ −3

2α
2β

αβ β2 −3
2αβ

2

−3
2α

2β −3
2αβ

2 α2 + β2 + 2α2β2



x1

x2

x0

 = 0

 ⊆ P2 × (C∗)2

Then, using the projection π : X̂J− → C∗ × C∗ given by π((x0 : x1 : x2), (α, β)) = (α, β) we have

that for all (α, β) ∈ C∗ × C∗, the fibers Cα,β := π−1(α, β), seen as affine varieties of P2 are projective

conics. Thus,

X̂J−
π→ C∗ × C∗

is a projective conic fibration.

For the structure of the fibers, let us call

Aα,β :=


α2 αβ −3

2α
2β

αβ β2 −3
2αβ

2

−3
2α

2β −3
2αβ

2 α2 + β2 + 2α2β2


and observe that det(Aα,β) = 0 for all α, β ∈ C∗. Thus, Rg(Aα,β) ≤ 2 for all α, β ∈ C∗, so all the

projective conics Cα,β are degenerated. Thus, since it cannot happend Rg(Aα,β) = 0, we have the

following casuistic:

• Rg(Aα,β) = 1: In this case, the degenerated conic Cα,β is a double projective line, so Cα,β ∼= P1.

Let us call

BD := {(α, β) ∈ C∗ × C∗ |Rg(Aα,β) = 1}
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and X̂D
J−

:= π−1(BD), in the way that we have an analytical fiber bundle

P1 → X̂D
J− → BD

Since the fiber is the projective space P1 and π is algebraic, this fiber bundle is an E-fibration,

so

e(X̂D
J−) = e(P1)e(BD)

For computing BD, observe that, for all (α, β) ∈ C∗ × C∗, the first and the second columns of

Aα,β are linearly dependent. Therefore, Rg(Aα,β) = 1 if and only if

det

(
αβ −3

2α
2β

−3
2αβ

2 α2 + β2 + 2α2β2

)
= αβ

(
α2 + β2 − 1

4
α2β2

)
= 0

det

(
β2 −3

2αβ
2

−3
2αβ

2 α2 + β2 + 2α2β2

)
= β2

(
α2 + β2 − 1

4
α2β2

)
= 0

so, since α, β 6= 0 we have that

BD :=

{
(α, β) ∈ C∗ × C∗ |α2 + β2 − 1

4
α2β2 = 0

}

For identifiying BD observe that, defining the map ϕ (α, β) =
(

1
α ,

1
β

)
is an isomorphisms between

BD
ϕ←→
{
x2 + y2 − 1

4
= 0

}
−
{(

0,±1

2

)
,

(
±1

2
, 0

)}
which is an affine hyperbola with four removed points. Therefore, BD ∼= C∗ − {p, q, r, s} and,

consequently

e(BD) = e(C∗ − {p, q, r, s}) = q − 5

Therefore, since e(P1) = q + 1 we have

e(X̂D
J−) = (q + 1)(q − 5) = q2 − 4q − 5

• Rg(Aα,β) = 2: In this case, the degenerated conic Cα,β is a pair of projective lines (which

necessarily intecepts in a point). Thus, if BND := C∗ × C∗ − BD and X̂ND
J−

:= πBND we have

the analytical fiber bundle

P1 ∪ P1 = P1 t
(
P1 − {?}

)
→ X̂ND

J− → BND
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Finally, to recover X̃J− from X̂J− we have to remove the points at infinity of X̂J− , X̂∞J− := X̂J− ∩
{x0 = 0} so X̃J− = X̂J− − X̂∞J− . Computing

X̂∞J− =
{

((0 : x1 : x2), (α, β)) ∈ P2 × (C∗)2 | α2x2
1 + β2x2

2 + 2αβx1x2 = 0
}

=
{

((0 : x1 : x2), (α, β)) ∈ P2 × (C∗)2 | (αx1 + βx2)2 = 0
}

=
{

((0 : β : −α), (α, β)) ∈ P2 × (C∗)2
} ∼= C∗ × C∗

In fact, from the previous computation, we observe that for all α, β ∈ C∗, Cα,β contains one and only

one point at infinity. In particular, for (α, β) ∈ BND, since each of the two lines in Cα,β intercepts the

line of infinity in at least one point, the point of interception between these two lines should be the

unique point at infinity of Cα,β, so, in the affine plane, they are a pair of parallel lines.

Thus, restricting our fibration to the affine case π : X̃J− → C∗ × C∗ if X̃D
J−

:= π−1(BD) and X̃ND
J−

:=

π−1(BND) we have stratification X̃J− = X̃D
J−
t X̃ND

J−
and the fibrations

C→ X̃D
J−

π→ BD C t C→ X̃ND
J−

π→ BND

Remark 4.1.10. The analytical fiber bundle in the case of double lines

P1 ∪ P1 = P1 t
(
P1 − {?}

)
→ X̂ND

J− → BND

cannot be an E-fibration. Indeed, if it would be, we will have

e(X̂ND
J− ) = e(P1 ∪ P1)e(BND) = e(P1 t

(
P1 − {?}

)
)e(C∗ × C∗ −BD)

= ((q + 1) + q)
(
(q − 1)2 − (q − 5)

)
= 2q3 − 5q2 + 9q + 6

So, together with the previous computation e(X̂D
J−

) = q2 − 4q − 5 we will have

e(X̂J−) = e(X̂D
J−) + e(X̂ND

J− ) = 2q3 − 4q2 + 5q + 1

and

e(X̃J−) = e(X̂J−)− e(X̂∞J−) = 2q3 − 5q3 + 7q

which is impossible, since, by the previous section, we know that e(X̂J−) = q3 − q2 + 4q. In fact,

inverting the reasoning, we can compute the correct Deligne-Hodge polynomial of X̂ND
J−

, being

e(X̂ND
J− ) = e(X̃J−) + e(X̂∞J−)− e(X̂D

J−) = q3 − q2 + 6q + 6

Observe that this polynomial is irreducible over Z[q], so X̂ND
J−

cannot be written as any non-trivial

E-fibration.
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4.1.7 Deligne-Hodge Polynomial of XDλ

Finally, let us fix λ ∈ C∗ − {±1} and let us consider the variety

XDλ = {(A,B) ∈ SL(2,C) | AB = DλBA}

where

Dλ =

(
λ 1

0 λ−1

)
As usual, we can restrict our attention to some spacial type of matrices using the constrains imposed

by the trace. Let us fix (A,B) ∈ XDλ . Since ABA−1 = DλB we must have tr(B) = tr(ABA−1) =

tr(DλB) and tr(A) = tr(BAB−1) = tr(D−1
λ A). In orther to make it explicit, let us consider

A =

(
a b

c d

)
B =

(
x y

z t

)

with ad− bc = 1 and xt− yz = 1. Then, we have

D−1
λ A =

(
λ−1a λ−1b

λc λd

)
DλB =

(
λx λy

λ−1z λ−1t

)

Thus, we have that (A,B) ∈ Dλ should satisfy

a+ d = tr(A) = tr(D−1
λ A) = λ−1a+ λd x+ t = tr(B) = tr(DλB) = λx+ λ−1t

which, for λ 6= 1 satisfy if and only if d = λ−1a and t = λx, so every (A,B) ∈ Dλ must be of the form

A =

(
a b

c λ−1a

)
B =

(
x y

z λx

)

with λ−1a2 − bc = 1 and λx2 − yz = 1.

With this special form, the equations of Dλ can be drastically simplified. Indeed, observe that,

(A,B) ∈ Dλ if and only if(
ax+ bz ay + λbx

cx+ λ−1az cy + ax

)
= AB = DλBA =

(
λax+ λcy ay + λbx

cx+ λ−1az λ−1ax+ λ−1bz

)

which holds if and only if ax+bz = λ(ax+cy). Thus, together with the restriction on the determinant,

we have that

XDλ =


ax+ bz = λ(ax+ cy)

λ−1a2 − bc = 1

λx2 − yz = 1

 ⊆ C6
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Now, we are going to stratify XDλ in four strata Xα
Dλ
, Xβ

Dλ
, XR

Dλ
and X̃Dλ in the way that

XDλ = Xα
Dλ
tXβ

Dλ
tXR

Dλ
t X̃Dλ

and, therefore

e(XDλ) = e(Xα
Dλ

) + e(Xβ
Dλ

) + e(XR
Dλ

) + e(X̃Dλ)

4.1.7.1 The variety Xα
Dλ

Let us define Xα
Dλ

:= XDλ ∩ {b = 0, c = 0}. In this case, we have that Xα
Dλ

has the simplified form

Xα
Dλ

=


ax = λax

λ−1a2 = 1

λx2 − yz = 1

 =


x = 0

a2 = λ

yz = −1

 ⊆ C4

and this space can be decomposed as the disjoint union of the algebraic varieties

Xα
Dλ

=


x = 0

a2 = λ

yz = −1

 ∼=
{

(λ1, y, z) ∈ C3 | yz = −1
}
t
{

(λ2, y, z) ∈ C3 | yz = −1
} ∼= C∗ t C∗

where λ1, λ2 are the two (different) square roots of λ 6= 0. Thus, we have

e(Xα
Dλ

) = e(C∗) + e(C∗) = 2q − 2

4.1.7.2 The variety Xβ
Dλ

Now, we take Xβ
Dλ

:= XDλ ∩ {y = 0, z = 0} so the equations are

Xβ
Dλ

=


ax = λax

λ−1a2 − bc = 1

λx2 = 1

 =


a = 0

bc = 1

x2 = λ−1

 ⊆ C4

In this case, by symmetry in the equations, the map (a, b, c, x, y, z) 7→ (x,−y, z, a, b, c) is an isomor-

phism between Xα
Dλ

and Xβ
Dλ

so

e(Xβ
Dλ

) = e(C∗) + e(C∗) = 2q − 2
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4.1.7.3 The variety XR
Dλ

For the case of XR
Dλ

(R stands for residual) we define

XR
Dλ

:= XDλ ∩ ({bcyz = 0} − {b = 0, c = 0} − {y = 0, z = 0}) = XDλ ∩ {bcyz = 0} −Xα
Dλ
−Xβ

Dλ

For understanding it, we define the auxiliar varieties

Y1 = XDλ ∩ {b = 0, c 6= 0} Y2 = XDλ ∩ {c = 0, b 6= 0}
Y3 = XDλ ∩ {y = 0, z 6= 0} Y4 = XDλ ∩ {z = 0, y 6= 0}

so we have the decomposition

XR
Dλ

= Y1 ∪ Y2 ∪ Y2 ∪ Y4

However, this varieties are not disjoint so, for the Deligne-Hodge polynomial we have

e(XR
Dλ

) = e(Y1) + e(Y2) + e(Y3) + e(Y4)−
∑
i 6=j

e(Yi ∩ Yj)

For Y1, observe that the equations of XDλ restricts to

Y1 =


(1− λ)ax = λcy

a2 = λ

λx2 − yz = 1

 =


a2 = λ

c = (1−λ)ax
λy

z = λx2−1
y

 ∼=
⊔
i=1,2



λi

x

y

 ∈ C3 |x, y ∈ C∗

 ∼= (C∗ × C∗)t(C∗ × C∗)

where λ1, λ2 are the two different square roots of λ 6= 0 and we have used that it is impossible y = 0

and, since c 6= 0, it should be x 6= 0.

Analogously, we can obtain that Y2
∼= Y3

∼= Y4
∼= (C∗ × C∗) t (C∗ × C∗), so, for k = 1, 2, 3, 4 we have

e(Yk) = e (C∗ × C∗) + e (C∗ × C∗) = 2(q − 1)2

For computing the intersections Yi ∩ Yj , recall that XDλ ∩ {b = 0, y = 0} = XDλ ∩ {c = 0, z = 0} = ∅
so we have

Y1 ∩ Y2 = ∅ Y1 ∩ Y3 = ∅
Y2 ∩ Y4 = ∅ Y3 ∩ Y4 = ∅

and, therefore, the only non-trivial intersections are

Y1 ∩ Y4 = XDλ ∩ {b = 0, z = 0} Y2 ∩ Y3 = XDλ ∩ {c = 0, y = 0}
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For Y1 ∩ Y4 we have the equations

Y1 ∩ Y4 =


1−λ
λ ax = cy

a2 = λ

x2 = λ−1

 ∼=
2⊔

i,j=1


1−λ
λ λiλj = cy

a = λi

x = λj

 ∼=
2⊔

i,j=1

{
1−λ
λ λiλj = cy

}

where, again, λ1, λ2 are the two different square roots of λ 6= 0. This variety is the disjoint union of

four hyperbolas, and thus isomorphic to C∗, so we have

Y1 ∩ Y4
∼=

4⊔
i=1

C∗

Analogously, Y2 ∩ Y3
∼=
⊔4
i=1 C∗, so

e(Y1 ∩ Y4) = e(Y2 ∩ Y3) = 4(q − 1)

Therefore, summarizing, we have

e(XR
Dλ

) = e(Y1) + e(Y2) + e(Y3) + e(Y4)− e(Y1 ∩ Y4)− e(Y2 ∩ Y3)

= 4e(Y1)− 2e(Y1 ∩ Y4) = 8(q − 1)2 − 8(q − 1)

that is

e(XR
Dλ

) = 8(q − 1)(q − 2) = 8q2 − 24q + 16

4.1.7.4 The variety X̃Dλ

In this case, we have to consider the variety

X̃Dλ = XDλ ∩ {b, c, y, z 6= 0}

In order to study it, let us multiply the first equation of XDλ by bz 6= 0 obtaining the equivalent

equations

XDλ =


(1− λ)abxy + b2yz = λbcy2

bc = λ−1a2 − 1

yz = λx2 − 1

bc 6= 0, yz 6= 0


=

{
λb2x2 + (λ− a2)y2 + (1− λ)abxy − b2 = 0

a2 6= λ, λx2 6= 1

}

where we have used that bc 6= 0 if and only if a2 6= λ and yz 6= 0 if and only if x2 6= 0. Equivalently,

considering XDλ as a bundle of affine conics in the (x, y)-plane parametriced by (a, b), we have the
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matricial form

X̃Dλ
∼=


(x, y, a, b) ∈ C3 × C∗

∣∣∣∣∣∣∣∣∣∣∣
(
x y 1

)
λb2 (1−λ)

2 ab 0
(1−λ)

2 ab λ− a2 0

0 0 −b2



x

y

1

 = 0

a2 6= λ, λx2 6= 1


As usual, in order to study this variety, we consider the projection map π : X̃Dλ → (C×C∗)−

{
a2 = λ

}
given by π(x, y, a, b) = (a, b). Given (a, b) ∈ (C × C∗) −

{
a2 = λ

}
, we denoted Ca,b = π−1(a, b) the

parametrized conic in (a, b).

First of all, let us remove the degenerated fibers. Observe that fixed (a, b), the discriminant of the

resulting conic is

D(a,b) = −b2
(
λb2(λ− a2)− (λ− 1)2

4
a2b2

)
= −b

4

4
[((λ+ 1)a+ 2λ) ((λ+ 1)a− 2λ)]

so

D(a,b) = 0⇔ a = ± 2λ

λ+ 1

and this are two diferent points because a2 =
(

2λ
λ+1

)2
6= λ for λ ∈ C∗ − {±1}. In that case, since the

rank of the matrix defining C± 2λ
λ+1

,b, for b ∈ C∗, is always positive, we have that C± 2λ
λ+1

,b is always a

pair of parallel lines, except the two points in each line corresponding to the excluded values x = ± 1√
λ

.

Thus, the fiber is C− {p, q} t C− {p, q} with p 6= q.

Hence, if we define X̃D
Dλ

:= X̃Dλ ∩
{
D(a,b) = 0

}
we have an E-fibration

(C− {p, q}) t (C− {p, q})→ X̃D
Dλ
→
{(
± 2λ

λ+ 1
, b

)
| b ∈ C∗

}
∼= C∗ t C∗

so

e
(
X̃D
Dλ

)
= 4e (C∗) e (C− {p, q}) = 4q2 − 12q + 8

Now, once we have removed the degenerated fibers, let us denote X̃ND
Dλ

:= X̃Dλ−X̃D
Dλ

the conic bundle

with non-degenerated fibers. For it study, we complete it to its projective completion

X̂ND
Dλ
∼=

([x0 : x1 : x2], a, b)) ∈ P2 × S

∣∣∣∣∣∣∣∣
(
x1 x2 x0

)
λb2 (1−λ)

2 ab 0
(1−λ)

2 ab λ− a2 0

0 0 −b2



x1

x2

x0

 = 0


with S the space of parameters for (a, b), that is

S =

(
C−

{
± 2λ

λ+ 1
,±
√
λ

})
× C∗
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In that case, since Ca,b is a non-degenerated conic for any (a, b) ∈ S, we have an E-fibration

P1 → X̂ND
Dλ
→ S

and, since e(S) = (q − 4)(q − 1), we have

e
(
X̂ND
Dλ

)
= e(S)e(P1) = q3 − 4q2 − q + 4

However, X̂ND
Dλ

contains more points than X̃ND
Dλ

, from two different sources:

• The points at infinity, X̂∞Dλ : They correspond to impose x0 = 0 in X̂ND
Dλ

, so it is

X̂∞Dλ
∼=
{

([x1 : x2], a, b) ∈ P1 × S
∣∣ λb2x2

1 + (λ− a2)x2
2 + (1− λ)ab x1x2 = 0

}
Observe that, since a2 6= λ, if x1 = 0, then x2 = 0, so in fact, X̂∞Dλ lives in the affine open set

{x2 = 0}. Therefore, seen X̂∞Dλ as an affine variety via de change of variables x = x2
x1

, we have

that

X̂∞Dλ
∼=
{

(x, a, b) ∈ C× S
∣∣ (λ− a2)x2 + (1− λ)ab x+ λb2 = 0

}
∼=

{
(x, a, b) ∈ C× S

∣∣∣∣∣
(
x+

1

2

ab(1− λ)

λ− a2

)2

=
Da,b

(λ− a2)2

}

Let us consider the fibration π : X̂∞Dλ → C∗ given by π(x, a, b) = b, then, we have

π−1(b) ∼=

{
(x, a) ∈ C× C−

{
± 2λ

λ+ 1
,±
√
λ

} ∣∣∣∣∣
(
x+

1

2

ab(1− λ)

λ− a2

)2

=
Da,b

(λ− a2)2

}

Now, using the change of variables (x, a) 7→ (α, β) with

α =
x+ 1

2
ab(1−λ)
λ−a2

b2

√
λ(λ− a2) β =

(1− λ)a

2

√
λ(λ− a2)

we have that π−1(b) can be written as

π−1(b) =
{

(α, β) ∈ C× C− {6 points} |α2 = β2 + 1
}

Hence, defining F =
{

(α, β) ∈ C× C− {6 points} |α2 = β2 + 1
}

we have an E-fibration

F → X̂∞Dλ
π→ C∗

Since F is a conic with 6 removed points, we have e(F ) = (q − 1)− 6 = q − 7 and, therefore

e
(
X̂∞Dλ

)
= e(F )e(C∗) = q2 − 8q + 7
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• The points with λx2 = 1 in X̃Dλ , X̃0
Dλ

: In this case, we have that x = ± 1√
λ

, so

X̃0
Dλ
∼=
{

(y, a, b) ∈ C× S
∣∣∣∣ y((λ− a2)y ± (1− λ)ab

1√
λ

)
= 0

}

Observe that X̃0
Dλ
∩ {y = 0} = S × Z2 and, for its complement, we have

X̃0
Dλ
− X̃0

Dλ
∩ {y = 0} ∼=

{
(y, a, b) ∈ C× S

∣∣∣∣ y = ± (1− λ)ab√
λ(λ− a2)

, y 6= 0

}
∼= (S − {y = 0})× Z2 =

(
C∗ −

{
± 2λ

λ+ 1
,±
√
λ

})
× C∗ × Z2

so, adding

e
(
X̃0
Dλ

)
= 2e(S) + 2e

((
C∗ −

{
± 2λ

λ+ 1
,±
√
λ

})
× C∗

)
= 4q2 − 22q + 18

Therefore, considering all the contributions, we have

e
(
X̃ND
Dλ

)
= e

(
X̂ND
Dλ

)
− e

(
X̃0
Dλ

)
− e

(
X̂∞Dλ

)
= q3 − 9q2 + 29q − 21

and, thus

e
(
X̃Dλ

)
= e

(
X̃D
Dλ

)
+ e

(
X̃ND
Dλ

)
= q3 − 5q2 + 17q − 13

Therefore, putting all together, we obtain the Deligne-Hodge polynomial

e (XDλ) = e
(
Xα
Dλ

)
+ e

(
Xβ
Dλ

)
+ e

(
XR
Dλ

)
+ e

(
X̃Dλ

)
= q3 + 3q2 − 3q − 1

Finally, by the argument in section 4.1.2, taking K = {±Id}, we have SL(2,C)/K = PGL(2,C) and,

since PGL(2,C) acts freely on X [Dλ] we obtain an E-fibration

Stab(Dλ)/K → PGL(2,C)×XDλ → X [Dλ]

Now, since Stab(Dλ)/K ∼= C∗, we have e
(

PGL(2,C)
Stab(Dλ)/K

)
= e(PGL(2,C))

e(C∗) = q2 + q. Therefore, we obtain

e
(
X [Dλ]

)
= e (XDλ) e

(
PGL(2,C)

Stab(Dλ)/K

)
= q5 + 4q4 − 4q2 − q

4.1.8 The Varieties XD and XD/Z2

Now, let us focus on the variety

XD =
⊔

λ∈C∗−{±1}

XDλ =
{

(A,B, λ) ∈ SL(2,C)2 × (C∗ −±1) | [A,B] = Dλ

}
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Repeating the statification analysis of section 4.1.7 but considering λ variable living in C∗ − {±1}, in

[47] is proven that

e(XD) = q4 − 3q3 − 6q2 + 5q + 3

The variety XD can be shown in a rather more general way. Indeed, let us take any regular morphism

P : C∗−{±1} → SL(2,C), so, via the map (A,B, λ) 7→ (P−1(λ)AP (λ), P−1(λ)BP (λ), λ) we have the

isomorphism

XD
∼=
{

(A,B, λ) ∈ SL(2,C)2 × (C∗ −±1) |P (λ)[A,B]P−1(λ) = Dλ

}
Remark 4.1.11. In order to give some interpretation to this morphism, observe that P (λ) can be

interpreted as a choose of an ordered basis for each first eigenvalue λ. Thus, XD is exactly the set of

triples of matrices A,B ∈ SL(2,C) and eigenvalues λ ∈ C∗ − {±1} such that [A,B] diagonalizes, in

the ordered basis selected by P (λ) with first eigenvalue λ.

However, in this interpretation, the ordering of the selected basis is crucial. This arbitrary selection

can be removed by considering the action of Z2 on XD. Concretely, let us take

P0 =

(
0 1

1 0

)

and let us define the action of Z2 on XD by −1 · (A,B, λ) = (P0AP
−1
0 , P0BP

−1
0 , λ−1). Hence we can

consider the quotient

XD/Z2 =
{

(A,B, λ) ∈ SL(2,C)2 × (C∗ −±1) | [A,B] = Dλ

}
/Z2

Observe that this can be described as

XD/Z2
∼=

{
P0 · (A,B) ∈ SL(2,C)2

〈P0〉

∣∣∣∣ λ+ λ−1 = tr [A,B]

[A,B] = {Dλ, Dλ−1}

}

via the isomorphism ϕ : [A,B, λ] 7→ P0 · (A,B). Indeed, this is well defined since ϕ([A,B, λ]) =

P0 · (A,B) = ϕ[P0AP
−1
0 , P0BP

−1
0 , λ−1] and the inverse map is given by ϕ−1(P0 · (A,B)) = [A,B, λ]

where λ is the (1, 1)-entry of [A,B].

One of the most important properties of this quotient is that its elements P0 · (A,B) ∈ XD/Z2 do not

really depend on the arbitrary choose of the first eigenvalue λ of [A,B], but on the trace of [A,B],

that is λ + λ−1, which is an invariant of [A,B]. Hence, defining D̃t := {Dλ, Dλ−1} with λ + λ−1 = t

we have the isomorphism

XD/Z2
∼=
{
P0 · (A,B) ∈ SL(2,C)2

〈P0〉

∣∣∣∣ [A,B] = D̃tr [A,B]

}



Chapter 4. Character Varieties 143

Remark 4.1.12. In this form, we can give a more geometric interpretation to XD/Z2. To this purpose,

let us choose a regular mapping P : C − {±2} → SL(2,C)/〈P0〉. Then, the map P0 · (A,B) 7→
P (tr [A,B])[A,B]P−1(tr [A,B]) give us an isomorphism

XD/Z2
∼=
{

(A,B) ∈ SL(2,C)2

〈P0〉

∣∣∣∣ P (tr [A,B])[A,B]P−1(tr [A,B]) = D̃tr [A,B]

}
Analogously to the case of XD, this mapping P (t) should be interpreted as picking a basis for each

possible trace t ∈ C − {±2} but, now, unordered. Hence, (A,B) ∈ XD/Z2 if and only if [A,B]

diagonalizes in the corresponding basis P (tr [A,B]) with diferent eigenvalues. Equivalently, in terms

of endomorphisms, given two volume preserving endomorphisms f, g : C2 → C2, (f, g) ∈ XD/Z2 if

and only if [f, g] diagonalizes in the basis P (tr [f, g])

4.1.8.1 Deligne-Hodge polynomial of XD/Z2

In order to compute de Deligne-Hodge polynomial of XD/Z2, let us define the auxiliar variety

X̂D =
{

(A,B, l) ∈ SL(2,C)2 × P1 | tr [A,B] 6= ±2, l eigenspace of [A,B]
}

Observe that, if we define the action of Z2 on X̂D by −1 · (A,B, l) = (P0AP
−1
0 , P0BP

−1
0 , l′) where

P0 =

(
0 1

1 0

)

and l′ is the eigenspace of [A,B] that is not l, then, we have that XD = X̂D/Z2. Now, let us define

π : PGL(2,C)×XD → X̂D by π(P,A,B, λ) = (PAP−1, PBP−1, 〈P (0, 1)〉). Since the fiber is

π−1(A,B, l) ∼=

{(
µ 0

0 1

) ∣∣∣∣∣ µ ∈ C∗
}
∼= C∗

we have that π : PGL(2,C)×XD → X̂D is a C∗-principal bundle, so we have an E-fibration

C∗ → PGL(2,C)×XD
π→ X̂D

and, in particular

e
(
X̂D

)
=
e(PGL(2,C))e(XD)

e(C∗)
= q6 − 2q5 − 9q4 − q3 + 8q2 + 3q

Now, we can define an action of Z2 on PGL(2,C)×XD by imposing

−1 · (P,A,B, λ) = (PP−1
0 , P0AP

−1
0 , P0BP

−1
0 , λ−1)
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With respect to this action, the map π : PGL(2,C)×XD → X̂D descends to the quotient, giving us

a morphism π̃ : (PGL(2,C)×XD)/Z2 → X̂D/Z2
∼= XD. Hence, we have the diagram of fibrations

C∗

((QQQQQQQQQQQQQQ

wwoooooooooooo

PGL(2,C)×XD

π
��

// (PGL(2,C)×XD)/Z2

π̃
��

X̂D
// XD

where the horizontal maps are the passing-to-quotient morphisms. Therefore, by theorem 3.3.51,

remembering that X̂D/Z2 = Xd, we have

e((PGL(2,C)×XD)/Z2) = e(X̂D)+e(C∗)+ + e(X̂D)−e(C∗)−

= e(XD)e(C∗)+ + (e(X̂D)− e(XD))e(C∗)−

For computing the Deligne-Hodge polynomial of XD, recall that we have an stratification of SL(2,C)×
SL(2,C) by

SL(2,C)× SL(2,C) = XId tX−Id tX [J+] tX [J−] tXD

so, using the computations of the previous sections, we have

e(XD) = e(SL(2,C))2 − e(XId)− e(X−Id)− e(X [J+])− e(X [J−]) = q6 − 2q5 − 4q4 + 3q2 + 2q

Therefore, returning to (PGL(2,C)×XD)/Z2, and remembering that e(C∗)+ = q and e(C∗)− = −1,

we obtain

e((PGL(2,C)×XD)/Z2) = e(XD)e(C∗)+ + (e(X̂D)− e(XD))e(C∗)−

= q7 − 2q6 − 4q5 + 5q4 + 4q3 − 3q2 − q

And, now, the final trick. Observe that the action of Z2 on PGL(2,C) by left multiplication extends to

an action of Z2 on GL(2,C) by left multiplication. However, since GL(2,C) is connected, the induced

map is homotopy to the identity and, thus, the action of Z2 on cohomology is trivial. Hence, we have

that e(PGL(2,C))+ = e(PGL(2,C)/Z2) = e(PGL(2,C)) and, thus e(PGL(2,C))− = 0. Therefore,

we can recompute e((PGL(2,C)×XD)/Z2) as

e((PGL(2,C)×XD)/Z2) = e(PGL(2,C)×XD)+ = e(PGL(2,C))+e(XD)+ + e(PGL(2,C))−e(XD)−

= e(PGL(2,C))e(XD)+ = e(PGL(2,C))e(XD/Z2)
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Therefore, we have obtained

e(XD/Z2) =
e((PGL(2,C)×XD)/Z2)

e(PGL(2,C))
= q4 − 2q3 − 3q2 + 3q + 1

4.2 Moduli of SL(2,C)-Representations of Elliptic Curves with 1

marked point

With these computations in hand, we can study the main concern of this work, the parabolic SL(2,C)-

character varieties. Recall from section 2.2 that this varieties appear as representation varieties into

SL(2,C), modulo conjugation, of a elliptic curve (i.e. a compact Riemann surface of genus 1) with

some removed points (called the punctures, the parabolic points or the marked points) with prescribed

monodromy. The constrains in these spaces is due to their relation with other important moduli spaces

that appear in mathematical-physics, like the moduli space of parabolic Higgs-bundles.

In particular, in the case of a single marked point, we must consider, for each conjugacy class C ⊆
SL(2,C) the parabolic character variety

MC =
{

(A,B) ∈ SL(2,C)2 | [A,B] ∈ C
}

� SL(2,C)

or, equivalently (see section 2.2.5.1), for any ξ ∈ C we have MC ∼=Mξ, where

Mξ =
{

(A,B) ∈ SL(2,C)2 | [A,B] = ξ
}

� Stab(ξ)

being Stab(ξ) the stabilizer of ξ ∈ SL(2,C) under the action of SL(2,C) on itself by conjugation.

Again, recall that the conjugacy classes of SL(2,C) are uniquely determined by one and only one of

the following elements

Id =

(
1 0

0 1

)
− Id =

(
−1 0

0 −1

)
J+ =

(
1 1

0 1

)
J− =

(
−1 1

0 −1

)
Dλ =

(
λ 0

0 λ−1

)

for λ ∈ C ∗ −{±1}.

4.2.1 The parabolic character variety MId

Let us study the SL(2,C)-character variety

MId =
{

(A,B) ∈ SL(2,C)2 |AB = BA
}

� Stab(Id) = XId � SL(2,C)
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where SL(2,C) acts by simultaneous conjugation and we have used that, since Id lives in the center

of SL(2,C), Stab(Id) = SL(2,C). Moreover, since ±Id acts trivially on XId, we have

MId = XId � PGL(2,C)

However, observe that every element of XId is reducible. Indeed, from the analysis of XId in section

4.1.3, we obtained that all the orbits for the action of PGL(2,C) on XId are of the form

PGL(2,C) · (±Id, P ) PGL(2,C) · (P,±Id) PGL(2,C) · (J±, Q) PGL(2,C) · (Dλ, Dµ)

for some P ∈ SL(2,C), Q ∈ Stab(J±) and λ, µ ∈ C∗ − {±1}. In any of the orbits, choosing an

appropiate sequence of elements in SL(2,C), we have that its Zariski closure contains a diagonal

element. Therefore, identifying each orbit with its Zariski closure (as the S-equivalence procedure

says), we have that

MId = XId � PGL(2,C) = {(Dλ, Dµ) |λ, µ ∈ C∗} /Z2
∼= (C∗ × C∗) /Z2

where Z2 acts by −1 ·(Dλ, Dµ) = (Dλ−1 , Dµ−1), or, equivalently, in C∗×C∗ by −1 ·(λ, µ) = (λ−1, µ−1).

In order to compute its Deligne-Hodge polynomial, observe that, taking π : C∗ × C∗ → C∗ to be the

first projection π(λ, µ) = µ, and π̃ : (C∗×C∗)/Z2 → C∗/Z2 by π̃([λ, µ]) = [λ], we have the diagram of

fibrations

C∗

&&MMMMMMMMMMM

zzvvvvvvvvv

C∗ × C∗

π

��

// (C∗ × C∗)/Z2

π̃
��

C∗ // C∗/Z2

so, by theorem 3.3.51, using that e(C∗)+ = e(C∗/Z2) = e(C) = q and e(C∗)− = e(C∗)− e(C∗)+ = −1,

we have that

e(MId) = e ((C∗ × C∗) /Z2) = e(C∗)+e(C∗)+ + e(C∗)−e(C∗)− = q2 + 1

Finally, let us recover the mixed Hodge numbers of MId
∼= (C∗ × C∗)/Z2. Recall that, by the

computations of remark 3.3.54 and the Künneth formula 3.3.42, we have that the only non trivial

mixed Hodge numbers of C∗ × C∗ are

h4;2,2
c (C∗ × C∗) = 1 h3;1,1

c (C∗ × C∗) = 2 h2;0,0
c (C∗ × C∗) = 1
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Moreover, the action of Z2 in the cohomology of C∗ × C∗ give us a decomposition that preserves the

mixed Hodge structures

H∗c ((C∗ × C∗)/Z2) ∼= H2
c (C∗ × C∗)⊕H4

c (C∗ × C∗)

and, therefore, the unique non vanishing mixed Hodge numbers of MId
∼= (C∗ × C∗)/Z2 are

h4;2,2
c (MId) = 1 h2;0,0

c (MId) = 1

Thus, the mixed Hodge polinomial of MId is

Hc(MId)(u, v, t) = u2v2t4 + t2 = q2t4 + t2

4.2.2 The parabolic character variety M−Id

Recall that the parabolic SL(2,C)-character variety with one puncture and monodromy in the class

of −Id ∈ SL(2,C) is

M−Id =
{

(A,B) ∈ SL(2,C)2 |AB = −BA
}

� Stab(−Id) = X−Id � SL(2,C)

since Stab(−Id) = SL(2,C), because −Id lives in the center of SL(2,C). Recall that SL(2,C) acts

on X−Id by simultaneous conjugation.

However, in subsection 4.1.4 we proved that the action of SL(2,C) on X−Id by conjugation is transitive,

so the orbit space is a single point variety X−Id/SL(2,C) = {?}. This space is obviously a good

quotient for the action, so X−Id � SL(2,C) ∼= {?} and, therefore

M−Id ∼= {?}

In particular, we can easily obtain all the algebraic and topological information of M−Id. As a

compact Kähler manifold, its mixed Hodge structure is, in fact, a pure Hodge structure with unique

non-vanishing Hodge number h0;0,0(M−Id) = 1. Therefore, the mixed Hodge polynomial is

Hc(M−Id)(u, v, t) = 1

4.2.3 The parabolic character variety MJ+

Recall that the parabolic SL(2,C)-character variety with monodromy around the puncture living in

the conjugacy class of J+ =

(
1 1

0 1

)
is

MJ+ =
{

(A,B) ∈ SL(2,C)2 |AB = J+BA
}

� Stab(J+) = XJ+ � Stab(J+)
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where Stab(J+), the stabilizer of J+ in SL(2,C), acts by simultaneous conjugation. Recall, from the

previous computations that

Stab(J+) =

{(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C

}
∼= C

In order to understand the conjugacy action of Stab(J+) on XJ+ , recall that in section 4.1.5 we

obtained an explicit description via the variety

Y :=
{

(x, a, y, b) ∈ (C∗)2 × C2 | y(x(a2 − 1)) + b(a(1− x2)) = 1
}

and the isomorphism ϕ : Y → XJ+

Y
ϕ←→ XJ+

(x, a, y, b) 7−→

((
a b

0 a−1

)
,

(
x y

0 x−1

))

Now, observe that, for A =

(
a b

0 a−1

)
, B =

(
x y

0 x−1

)
∈ SL(2,C) and P =

(
±1 λ

0 ±1

)
∈ Stab(J+)

for λ ∈ C, we have

PAP−1 =

(
a b± λ(a−1 − a)

0 a−1

)
PBP−1 =

(
x y ± λ(x−1 − x)

0 x−1

)

Thus, if P ·Aut(XJ+) is the morphism on XJ+ induced by P ∈ Stab(J+), and ϕ∗(P ·) ∈ Aut(Y ) is the

induced automorphism (that is, ϕ∗(P ·)(y) := ϕ−1(P · (ϕ(y))) for y ∈ Y ) we have that

ϕ∗(P ·) : Y −→ Y

(x, a, y, b) 7→
(
x, a, y ± λ(x−1 − x), a± λ(a−1 − a)

)
In particular, recall that using the projection map π : Y → C∗ × C∗ − {(±1,±1)} projected over

coordinates (x, a), we have the algebraic line bundle

C→ Y → C∗ × C∗ − {(±1,±1)}

so, for every P ∈ Stab(J+), ϕ∗(P ·) : Y → Y is a vector bundle map (in fact, it is an element of the gauge

group of Y ). In that case, if Lx,a := π−1(x, a) ⊆ Y is the fiber of π for any (x, a) ∈ C∗×C∗−{(±1,±1)}
it transforms

ϕ∗(P ·) : Lx,a −→ Lx,a

(y, b) 7→
(
y ± λ(x−1 − x), a± λ(a−1 − a)

)
Therefore, v́ıa ϕ, the action of Stab(J+) becomes, on Y , translation between the fibers. In particular,

Stab(J+) is transitive in the fibers so XJ+/Stab(J+) can be identified with the base variety C∗ ×
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C∗ − {(±1,±1)}. Again, it can be proved that, in fact, this is a good quotient for the action, so, by

uniqueness

XJ+ � Stab(J+) ∼= C∗ × C∗ − {(±1,±1)}

and, therefore,

MJ+ = C∗ × C∗ − {(±1,±1)}

From this explicit description, we can compute all the desired algebraic and topological invariants. In

fact, the Deligne-Hodge polynomial of MJ− is

e(MJ−) = e(C∗ × C∗)− e({(±1,±1)}) = (q − 1)2 − 4 = q2 − 2q − 3

Furthermore, using a tipical Mayer-Vietoris type argument, it can be proved that its Poicaré polyno-

mial is

P (XJ−)(t) = 4t3 + t2 + 2t+ 1

and, since it is a smooth space, by Poincaré duality

Pc(XJ−)(t) = 4t3 + t2 + 2t+ 1

However, this data is not enough for computing the Hodge numbers of this variety. To this end, we

should use a more powerful tool as the long exact sequence of proposition 3.3.53. First of all, recall

that the mixed Hodge structure of C∗ (see example 3.3.54) has non-vanishing groups

H1;0,0
c (C∗) ∼= C H2;1,1

c (C∗) ∼= C

Therefore, by the Künneth formula for mixed Hodge structures (see theorem 3.3.42) we have that the

mixed Hodge structure of C∗ × C∗ has non-vanishing groups

H2;0,0
c (C∗ × C∗) ∼= C H3;1,1

c (C∗ × C∗) ∼= C2 H4;2,2
c (C∗ × C∗) ∼= C

Now, we can remove the point (1, 1) ∈ C∗×C∗ using the considerations in example 3.3.55. Hence, for

(p, q) 6= (0, 0) or for (p, q) = (0, 0) and k ≥ 2 we have

Hk;p,q (C∗ × C∗ − {(1, 1)}) ∼= Hk;p,q (C∗ × C∗)



Chapter 4. Character Varieties 150

and the other two groups must satisfy the long exact sequence

0 C

0 // H0;0,0
c (C∗ × C∗ − {(1, 1)}) // H0;0,0

c (C∗ × C∗) // H0;0,0
c ({(1, 1)}) =<BC

F
������

��

oo H1;0,0
c (C∗ × C∗ − {(1, 1)}) // H1;0,0

c (C∗ × C∗) // H1;0,0
c ({(1, 1)})

0 0

so H0;0,0
c (C∗ × C∗ − {(1, 1)}) = 0 and H1;0,0

c (C∗ × C∗ − {(1, 1)}) ∼= C. Therefore, the mixed Hodge

structure of C∗ × C∗ − {(1, 1)} has non-vanishing groups

H1;0,0
c

(
(C∗)2 − {(1, 1)}

) ∼= C H2;0,0
c

(
(C∗)2 − {(1, 1)}

) ∼= C

H3;1,1
c

(
(C∗)2 − {(1, 1)}

) ∼= C2 H4;2,2
c

(
(C∗)2 − {(1, 1)}

) ∼= C

Thus, repeating the procedure in order to remove (1,−1), (−1, 1), (−1,−1) ∈ (C∗)2−{(1, 1)} we obtain

that, for MJ+
∼= (C∗)2 − {(±1,±1)}, the non-vanishing groups of its mixed Hodge structure are

H1;0,0
c

(
MJ+

) ∼= C4 H2;0,0
c

(
MJ+

) ∼= C

H3;1,1
c

(
MJ+

) ∼= C2 H4;2,2
c

(
MJ+

) ∼= C

Therefore, summarizing, the mixed Hodge polynomial of MJ+ is

Hc(MJ+)(u, v, t) = u2v2t4 + 2uvt3 + t2 + 4t = q2t4 + 2qt3 + t2 + 4t

4.2.4 The parabolic character variety MJ−

Let us study the SL(2,C)-character variety

MJ− =
{

(A,B) ∈ SL(2,C)2 |AB = J−BA
}

� Stab(J−) = XJ− � Stab(J−)

where Stab(J−) acts by simultaneous conjugation. Moreover, since ±Id acts trivially on XJ− , we have

MJ− = XJ− � (Stab(J−)/K)
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Now, the key point is that Stab(J−)/K acts freely on XJ− . Indeed, suppose that there exists a non

trivial P ∈ Stab(J−)/ {±Id} and (A,B) ∈ XJ− with P (A,B)P−1 = Id. Let us write

P =

(
1 λ

0 1

)
A =

(
a b

c d

)

with λ 6= 0. Since we have

PAP−1 =

(
a+ λc b− λ2c+ λ(d− a)

c d− λc

)

we obtain that PAP−1 = A if and only if a = d = ±1 and c = 0, that is, if and only if A ∈ U =

Stab(J+). Analogously, we should have B ∈ U = Stab(J+). Hence, since [U,U ] = Id, we have that

[A,B] = Id, which contradices (A,B) ∈ XJ− .

Therefore, since Stab(J−)/K acts freely on XJ− , its GIT quotient is just the usual quotient, so

MJ−
∼= XJ− � (Stab(J−)/K) =

XJ−
Stab(J−)/K

In particular, we have a principal bundle

Stab(J−)/K → XJ− →MJ−

which, automatically, is an E-fibration. Therefore, since Stab(J−)/K ∼= C/Z2 = C, we obtain

e
(
MJ−

)
=

e
(
XJ−

)
e (Stab(J−)/K)

= q2 + 3q

In order to compute its Hodge numbers, we need to identify explicitly this space. Using the notation

of section 4.1.6, recall that, by the computed stratification, we have that

XJ− = Xα
J− tX

β
J−
t X̃J−

and, since MJ− = XJ−/SL(2,C) and X̃J−/SL(2,C) ∼= S we obtain

MJ−
∼= S tXα

J−/SL(2,C) tXβ
J−
/SL(2,C)

For the study of S, recall that we have an stratification

S = Ŝ − Ŝ∞ − S0 = ŜND t ŜD − Ŝ∞ − S0

where Ŝ =
{
ad = 1 + λ2

}
is the projective completion of S, ŜND and ŜD are the non-degenerated

and degenerated, respectively, fibers of the fibration π : Ŝ → C∗ given by π((a, d, λ)) = λ = α
β , Ŝ∞ are
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the points at infinity of the conic bundle and S0 are the removed points due to the constrain on S of

a+ d 6= 0.

The situation for Ŝ is as follows. Under the fibration π : Ŝ → C∗ we have that the generic fiber

is isomorphic to a projective conic, i.e. P1, with two degenerated fibers, corresponding to λ = ±i
isomorphic to two copies of P1 intersecting in a point. Now, the points at infinity S∞ are, for each fiber,

two different points, so, removing those points, we obtain a fibration with generic fiber P1−{2 points} ∼=
C∗. For the degenerated fibers, the description of section 4.1.6.2 shows that each of the points at infinity

belongs to one copy of P1 and any of them is the intersection point. Therefore, we obtain that the

degenerated fiber is isomorphic to C ∪ C intersecting in a point. Finally, for the removed points S0

we observe that, the correspond to two different points on each generic fiber, but, for the degenerated

fibers, it is just a point, the intersection point between the two copies of C. Therefore, we have

obtained a description of S as a fiber bundle over C∗ with generic fiber isomorphic to P1 − {4 points}
and two degenerated fiber isomorphic to C t C.

However, for Xβ
J−
/SL(2,C) ∼= C∗ t C∗, the situation is different. Taking the trace of this subspace in

the conic bundle Ŝ, we have that Xβ
J−
/SL(2,C) is exactly the points at infinity (since it correspond to

taking λ→∞ or, equivalently, x0 → 0). Thus, filling these points, we have that StXβ
J−
/SL(2,C) is a

fibration with generic fiber isomorphic to P1−{2 points} ∼= C∗ and two degenerated fibers isomorphic

to P1 ∪ P1 − {intersection point}, i.e. two parallel lines. Finally, the space Xα
J−
/SL(2,C) ∼= C∗ t C∗

can be considered as the missed fiber for α/β = λ = 0, since it correspond to α = 0.

Summarizing, we have obtained a description of MJ− as follows. It is a fibration over C with generic

fiber isomorphic to P1 − {2 points} ∼= C∗. For the singular fibers, we have two degenerated fibers for

λ = ±i isomorphic to P1 ∪ P1 − {intersection point}, that is, two paralles lines. Finally, we also have

a singular fiber over 0 isomorphic to C∗ t C∗ ∼= P1 ∪ P1 − {3 points}.

Therefore, the space MJ− can be build using the following algorithm:

(1) Start with the variety M1 = P1 × C.

(2) For each on the fibers under {±, 0}, remove one point and add a copy of P1 replacing that point,

obtaining the variety M2. Equivalently, blow up three fibers.

(3) Remove a bisection of the fibration that intersects twice to each generic fibers and the singular

fiber over 0 and once to the other two singular fibers. Obtain the variety M3.

(4) Remove the intersection point in the fiber over 0.

Using these descriptions of MJ− and a Mayer-Vietoris type argument for compactly supported coho-

mology, we obtain the Poincaré polynomial of MJ− with compact support

Pc(MJ−)(t) = t4 + t3 + 5t2 + t
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In order to computed the mixed Hodge numbers of MJ− , first observe that, by construction, MJ−

has balanced type, so hk;p,q
c (MJ−) = 0 for p 6= q. Moreover, MJ− − Xα

J−
/SL(2,C) = Ŝ − S0, it is

a smooth variety. Analogously, MJ− − X
β
J−
/SL(2,C) is also smooth, so MJ− is a smooth variety.

Thus, it satifies hk;p,q
c (MJ−) = 0 for k < p + q. In particular, since H4

c (MJ− ,C) ∼= C, it must be

h4;2,2
c (MJ−) = 1.

With this restrictions and the information of its Deligne-Hodge and Poincaré polynomial, we obtain

that, the other possible non-vanishing mixed Hodge numbers for MJ− are

h2;0,0
c (MJ−) = 1 h2;1,1

c (MJ−) = 4 h3;1,1
c (MJ−) = 1

or the posibility

h2;0,0
c (MJ−) = 2 h2;1,1

c (MJ−) = 3 h3;0,0
c (MJ−) = 1

In order to distinghish between the two possibilities, we are going to compute h2;0,0
c (MJ−). First of

all, using Küneth formula for mixed Hodge structures and the computations of section 3.3.3.3, we

obtain for M1 = P1 × C that its non-vanishing mixed Hodge numbers are

h2;1,1
c (M1) = 1 h4;2,2

c (M1) = 1

Now, observe that, h2;0,0
c (M1) = h2;0,0

c (M2). Indeed, recall that, when removing a point, by example

3.3.55 we have that h2;0,0
c (M1 − {?}) = h2;0,0

c (M1) = 0. Now, if we want to add a copy of P1 on

M1 − {?}, we obtain a long exact sequence

// H2;0,0
c (M1 − {?}) // H2;0,0

c (M1 − {?} t P1) // H2;0,0
c (P1) //

0 0

so h2;0,0
c (M1 − {?} t P1) = h2;0,0

c (M1 − {?}) = 0. Doing this procedure three times, we have that

h2;0,0
c (M2) = 0. Analogously, h1;0,0

c (M2) = 0
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For the case of the bisection C ⊆ M2, observe that, by description, C ∼= C∗. Therefore, for M2 − C,

we obtain a long exact sequence

0 C

// H1;0,0
c (M2) // H1;0,0

c (C∗) =<BC
F

������
��

oo H2;0,0
c (M2 − C) // H2;0,0

c (M2) //

0

so h2;0,0
c (M3) = h2;0,0

c (M2 − C) = 1. Finally, since removing a point do not modify the mixed Hodge

nomber h2;0,0
c , we have that h2;0,0

c (MJ−) = h2;0,0
c (M3 − {?}) = 1.

Therefore, the true possibility is the first one conjectured and, thus, we obtain that the non-vanishing

mixed Hodge numbers of MJ− are

h1;0,0
c (MJ−) = 1 h2;0,0

c (MJ−) = 1 h2;1,1
c (MJ−) = 4 h3;1,1

c (MJ−) = 1 h4;2,2
c (MJ−) = 1

Thus, the mixed Hodge polynomial of MJ− is

Hc(MJ−)(u, v, t) = u2v2t4 + uvt3 + 4uvt2 + t2 + t = q2t4 + qt3 + 4qt2 + t2 + 1

Remark 4.2.1. Until the present day, this polynomial was unknown, so this is, in fact, a new result.

4.2.5 The parabolic character variety MDλ

Let us fix λ ∈ C∗−{±1}. Recall that the parabolic SL(2,C)-character variety with one puncture and

monodromy in the class of Dλ ∈ SL(2,C) is

MDλ =
{

(A,B) ∈ SL(2,C)2 | [A,B] = Dλ

}
� Stab(Dλ) = XDλ � Stab(Dλ)

where Stab(Dλ) is, by remark 4.1.4

D := Stab(Dλ) =

{(
µ 0

0 µ−1

) ∣∣∣∣∣ µ ∈ C∗
}
∼= C∗

Observe that Id,−Id ∈ D acts trivially on XDλ , so XDλ �D = XDλ �D/K where K = {±Id}. But

D/K is exactly the stabilizer of Dλ ∈ PSL(2,C), which acts freely on XDλ . Therefore, the orbit space
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is just the GIT quotient, so

MDλ = XDλ � (D/K) = XDλ/(D/K)

and, since D/K ∼= C∗/Z2
∼= C∗ we have that

e (MDλ) =
e (XDλ)

e (D/K)
= q2 + 4q + 1

Moreover, we can also obtain the Hodge number of MDλ . To this end, recall, that, by the results of

section 2.3, we have that MDλ is homeomorphic to the moduli space of parabolic Higgs bundles over

an elliptic curve with some fixed parabolic structure α,Mα
Dol(X). In [8], its Poincaré polynomial with

compact support is computed, obtaining

Pc(MP
Higgs(X,λ))(t) = Pc(MDλ)(t) = t4 + 5t2

Since the space MDλ is of balanced type, we have that hk;p,q
c (MDλ) = 0 for p 6= q. Moreover, since

MDλ is smooth, hk;p,p
c (MDλ) = 0 for p ≥ k. In addition, sinceMDλ is connected,

∑
p h

4;p,p
c (MDλ) = 1

and, since MDλ is not compact, h0;0,0
c (MDλ) = 0.

Therefore, with this information and comparing e (MDλ) with Pc(MDλ) we obtain that the only

posibility for the Hodge numbers is that the non-vanishing numbers are

h2;0,0
c (MDλ) = 1 h2;1,1

c (MDλ) = 4 h4;2,2
c (MDλ) = 1

Thus, its mixed Hodge polynomial is

Hc(MDλ)(u, v, t) = u2v2t4 + 4uvt2 + t2 = q2t4 + 4qt2 + t2

4.3 Moduli of SL(2,C)-Representations of Elliptic Curves with 2

marked points

In this section, we will extend our previous computations to the case of SL(2,C)-parabolic character

varieties of an elliptic curve with two marked points. Again, this corresponds to the character variety

of a compact Riemann surface of genus 1 (i.e. an algebraic curve of genus 1) with two removed points

(the marked points), where the holonomy of the representation around the marked points is prescrived

to live in fixed conjugacy classes.
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Explicity, recall from section 2.2.5.1 that, fixed SL(2,C)-conjugacy classes C1, C2 ⊆ SL(2,C) we define

MC1,C2 =

{
(A,B,C1, C2) ∈ SL(2,C)4

∣∣∣∣∣ [A,B]C1C2 = Id

C1 ∈ C1, C2 ∈ C2

}
� SL(2,C)

with SL(2,C) acting by simultaneous conjugation.

Remark 4.3.1. The importance of these spaces was shown in section 2.3 in relation with other moduli

spaces. In summary, in the case of holonomies of different diagonalizable type, the parabolic char-

acter variety M[Dλ],[Dµ] with λ 6= µ, is homeomorphic to the moduli space of stable parabolic Higgs

bundles of parabolic degree 0 and traceless Higgs field. This space, through Nahm transformation, is

homeomorphic to the moduli space of doubly periodic instantons.

In order to study this spaces, analogously to what we did in section 4.2, for SL(2,C)-conjugacy classes

C1, C2 ⊆ SL(2,C), we define the auxiliar spaces

XC1,C2 :=

{
(A,B,C1, C2) ∈ SL(2,C)4

∣∣∣∣∣ [A,B]C1C2 = Id

C1 ∈ C1, C2 ∈ C2

}

in the way that

MC1,C2 = XC1,C2 � SL(2,C) = XC1,C2 � PGL(2,C)

where the last identity follows from the fact that, given P ∈ SL(2,C), the action of P on XC1,C2 is equal

to the action of−P onXC1,C2 , so the action descends to the quotient SL(2,C)/ {Id,−Id} = PGL(2,C).

First of all, observe that there exists a strong symmetry between C1 and C2. Indeed, observe that the

map

φ : XC1,C2 ←→ XC2,C1

(A,B,C1, C2) 7−→ (B−1, A−1, C−1
2 , C−1

1 )

is an isomorphism of algebraic varieties that commutes with the action of SL(2,C) by simultaneous

conjugation, so it descends to an algebraic isomorphism

φ :MC1,C2 = XC1,C2 � SL(2,C)←→MC2,C1 = XC2,C1 � SL(2,C)

Recall that, in SL(2,C), there are five conjugacy classes, determined by the matrices

Id =

(
1 0

0 1

)
− Id =

(
−1 0

0 −1

)
J+ =

(
1 1

0 1

)
J− =

(
−1 1

0 −1

)
Dλ =

(
λ 0

0 λ−1

)

so, a priori, using this symmetry between conjugacy clases, we have 16 different parabolic character

varieties (observe that we have to consider as different the spaces M[Dλ],[Dλ] and M[Dλ],[Dµ] with

λ 6= µ).
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However, the case C1 = [Id], [−Id] essentially reduces to the case of a single marked points. Indeed,

observe that, since [Id] = {Id} and [−Id] = {−Id} we have

M[±Id],C =

{
(A,B,±Id, C) ∈ SL(2,C)4

∣∣∣∣∣ [A,B]C = ±Id
C ∈ C

}
� SL(2,C)

∼=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = Id

C ∈ C

}
� SL(2,C) =MC

Therefore, essentially, we only have to study seven cases grouped in three families

• Holonomies of Jordan type: M[J+],[J+],M[J+],[J−],M[J−],[J−].

• Holonomies of mixed type: M[J+],[Dλ],M[J−],[Dλ]

• Holonomies of diagonalizable type: M[Dλ],[Dλ],M[Dλ],[Dµ] with λ 6= µ.

Finally, a very important tool that we will need in order to understandMC1,C2 are the auxiliar varieties

Y ξ
C1 :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = ξ

C ∈ C1

}

for any fixed ξ ∈ C2.

These spaces are very related to XC1,C2 . Suppose that there exists a subgroup K ⊆ Stab(ξ) ⊆ SL(2,C)

such that the action of K on XC1,C2 by simultaneous conjugation is trivial and SL(2,C)/K acts freely

on XC1,C2 . Usually, it will be K = {Id,−Id}, so SL(2,C)/K = PGL(2,C). By an argument similar

to the one in section 4.1.2 we will show that considering Y ξ
C1 ⊆ XC1,C2 via the inclusion (A,B,C) ↪→

(A,B,C, ξ), the hypothesis of proposition 3.3.47 hold for the varieties Y ξ
C1 ⊆ XC1,C2 .

• SL(2,C)/K · Y ξ
C1 = XC1,C2 . Indeed, given (A,B,C1, C2) ∈ XC1,C2 , let P ∈ SL(2,C) such that

PC2P
−1 = ξ. Then, y := (PAP−1, PBP−1, PC1P

−1) ∈ Y ξ
C1 and P−1K · y = (A,B,C1, C2).

• For all y ∈ Y ξ
C1 we have that

Stab(ξ)/K · y = SL(2,C)/K · y ∩ Y ξ
C1

This is simply because, if (A,B,C) ∈ Y ξ
C1 and P ∈ SL(2,C) satisfies P · (A,B,C) ∈ Y ξ

C1 then it

should satify

PξP−1 = P [A,B]CP−1 = ξ

so P ∈ Stab(ξ).
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Therefore, the algebraic groups Stab(ξ)/K ⊆ SL(2,C)/K satisfies the hypotesis of proposition 3.3.47

for the varieties Y ξ
C1 ⊆ XC1,C2 so we have a Stab(ξ)/K-principal bundle

Stab(ξ)/K → SL(2,C)/K × Y ξ
C1 → XC1,C2

Hence, it holds

e (XC1,C2) = e
(
Y ξ
C1

)
e

(
SL(2,C)/K

Stab(ξ)/K

)
= e

(
Y ξ
C1

)
e

(
SL(2,C)

Stab(ξ)

)
Remark 4.3.2. In some cases, it will be impossible to find such a K ⊆ SL(2,C). However, we will

find subsets Dξ
C1 ⊆ Y ξ

C1 and DC1,C2 ⊆ XC1,C2 , called the set of reducibles, such that the action of

SL(2,C)/K on X∗C1,C2 = XC1,C2 − DC1,C2 and the action of Stab(ξ)/K on Y ξ
C1
∗

:= Y ξ
C1 − D

ξ
C1 are free

actions. In that cases, the previous observation can be applied to relate the Deligne-Hodge polynomials

of Y ξ
C1
∗
⊆ X∗C1,C2 by

e
(
X∗C1,C2

)
= e

(
Y ξ
C1
∗)
e

(
SL(2,C)

Stab(ξ)

)
In the GIT quotient of XC1,C2 by the action of SL(2,C), we have that

X∗C1,C2 � SL(2,C) =
X∗C1,C2

SL(2,C)/K

For the contribution of the irreducibles, we have to identify all the orbits that contains lower di-

mensional non-trivial stabilizers in their closure. In the jergue of GIT, these points are called the

semi-stable points and this procedure is called the S-equivalence.

4.3.1 Representation varieties with holonomies of Jordan type

4.3.1.1 Deligne-Hodge polynomial of Y
J+

[J+]

We will compute the Deligne-Hodge polynomial of

Y
J+

[J+] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = J+

C ∈ [J+]

}

To this end, recall from remark 4.1.4 that

Stab(J+) = U =

{(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C

}
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Therefore, for each C ∈ Y J+

[J+], there exists P ∈ SL(2,C), defined up to product with U on the right,

such that C = PJ+P
−1. Thus, since [A,B]C = J+ is equivalent to [A,B][P, J+] = Id we have

Y
J+

[J+]
∼=
{

(A,B, P ) ∈ SL(2,C)3 | [A,B][P, J+] = Id
}
/U

where U acts on P by right product. Let us write

P =

(
x y

z t

)

with xt− yz = 1. Observe that, for all Q =

(
±1 λ

0 ±1

)
∈ U , we have that

PQ =

(
±x λx± y
±z λz ± t

)

And, since

[P, J+] =

(
1− xz −1 + x(x+ z)

−z2 1 + (x+ z)z

)

we have that [P, J+] only depends on the first column (x, z) of P , defined up to sign under the action

of U . Therefore, if we define

R(x, z) := [P, J+]−1 =

(
1 + (x+ z)z 1− x(x+ z)

z2 1− xz

)

we can give the explicit description

Y
J+

[J+]
∼=

{(
(A,B),

(
x

z

))
∈ SL(2,C)2 × C2 − {0}

Z2

∣∣∣∣∣ [A,B] = R(x, z)

}

where Z2 acts on C2 − {0} by −1 · (x, z) = (−x,−z).

Using this description, we consider the stratification in terms of the trace map t : Y
J+

[J+] → C given by

t(A,B, [x, z]) = t̃[x, z], where t̃ : C2−{0}
Z2

→ C is

t̃[x, z] = tr(R(x, z)) = −2− z2

• Z−2 := t−1(−2) = Y
J+

[J+] ∩ {z = ±2i}: In this case, the only posibility is that R(x, z) ∼
J−. Consider the projection over (x, z) mapping π : Z−2 → (C × {±2i})/Z2

∼= C given by

π(A,B, [x,±2i]) = [x,±2i].
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For understanding the fiber, let us fix [x,±2i] ∈ (C × Z2)/Z2 and let us choose Q ∈ SL(2,C)

such that QR(x, z)Q−1 = J−. Then we have that, algebraically

π−1(x,±i) ∼=
{

(A,B) ∈ SL(2,C)2
∣∣ Q[A,B]Q−1 = J−

}
= QXJ−Q

−1 ∼= XJ−

Moreover, this identification can be done algebraically in a Zariski neighbourhood of [x,±2i] so

we have that the algebraic fiber bundle

XJ− → Z−2
π→ C

Thus, since C is irreducible, we have that, by remark 3.3.46, this is an E-fibration, so

e(Z−2) = e(C)e(XJ−) = q4 + 3q3

• Z2 := t−1(2) = Y
J+

[J+] ∩ {z = 0}: In this case, we use the same fibration as before via the map

π : Z2 → C∗/Z2, π(A,B, [x, 0]) = [x]. However, we can find two diferent types of fibers:

– π−1([±1]). In this situation, R(x, z) = Id. Thus, since it is an unique fiber, the contribution

is e(π−1([±1])) = e(XId) = q4 + 4q3 − q2 − 4q.

– π−1([x]) for [x] 6= [±1]. In that cases, R(x, z) ∼ J+, so, by an analogous argument that the

one for Z−2 we have an E-fibration

XJ+ → Z2 − π−1([±1])→ (C∗ − {±1})/Z2

Therefore, we have

e
(
Z2 − π−1([±1])

)
= e ((C∗ − {±1})/Z2) e

(
XJ+

)
= (q − 2)e

(
XJ+

)
= q4 − 4q3 + q2 + 6q

Hence, putting together the Deligne-Hodge polynomials of the two strata we have that

e(Z2) = e(π−1([±1])) + e
(
Z2 − π−1([±1])

)
= 2q4 + 2q

• Z̃ := Y
J+

[J+]∩{z 6= 0,±2i}: In this case, we have t 6= ±2, so fixed (x, z) ∈ C×C−{0,±2i}, we have

(A,B) ∼ Dλ for some λ ∈ C∗−{±1}. Concretely, λ satifies λ+λ−1 = t = 2+z2 6= 2. In order to

explote this idea, let us consider the twisted projection π : Z̃ → C given by π(A,B, [x, z]) = xz.

Observe that this map is well defined, though [x, z] is defined up to sign. In order to compute

the fiber of this map, the key fact is that R(x, z) can be rewritten, for z 6= 0 and v := xz as

R(x, z) =

(
1 + (x+ z)z 1− x(x+ z)

z2 1− xz

)
=

(
1 + v + z2 1− v − v2

z2

z2 1− v

)
=: R̃(v, z2)
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and, since z2 does not deppend on the sign of z we have that w := z2 is well defined and takes

values on C− {0, 4}. Thus, fixing v ∈ C our fiber can be described as

π−1(v) ∼=
{

((A,B), w) ∈ SL(2,C)2 × C− {0, 4}
∣∣ [A,B] = R̃(v, w)

}
with t((A,B), w) = tr(R̃(v, w)) = 2 + w. Moreover, fixing w0 ∈ C− {0,−4} we have

π−1(v)
∣∣
w=w0

=
{

(A,B) ∈ SL(2,C)2 | [A,B] = R̃(v, w0) ∼ Dλ

}
∼= XDλ

for some λ ∈ C∗ − {±2}. Hence, π−1(w) is the union of all the Xλ for λ ∈ C∗ − {±2}, which is

XD/Z2. Thus, making this identification locally, we have a regular morphism π : Z̃ → C and a

Zariski locally trivial fibration

XD/Z2 → Z̃2 → C

so, this is an E-fibration and, in particular

e
(
Z̃
)

= e (C) e (XD/Z2) = q5 − 2q4 − 3q3 + 3q2 + q

Remark 4.3.3. Another possible approach could be using the double-fixing fibration π′ : Z̃ →
C× C− {0, 4} given by π′(A,B, [x, z]) = (xz, z2). In this case, we have that

π′−1(v, w) =
{

(A,B) ∈ SL(2,C) | [A,B] = R̃(v, w) ∼ Dλ

}
∼= XDλ

for any λ satisfying λ+ λ−1 = 2 + w. Hence, we have a fibration

XDλ → Z̃ → C× C− {0, 4}

However, we have that e(Z̃) 6= e(C)e(C−{0, 4})e(XDλ) so this fibration cannot be an E-fibration.

The reason is that this fibration is not locally trivial in the Zariski topology, since λ depends

quadratically on w so the isomorphism π′−1(v, w) ∼= XDλ uses square roots of w. Hence, locally,

this is only a analytic mapping, and is not a regular map anymore.

The solution to this problem is to modify the fibration in order to deppend not on λ, but on

the trace t, which has a linear dependece on w. For accomplishing this, we should pay passing

through the quotient space XD/Z2 and leaving w free, as done above.

Therefore, using this stratification of Y
J+

[J+] we have

e
(
Y
J+

[J+]

)
= e (Z−2) + e (Z2) + e(Z̃) = q5 + q4 + 3q2 + 3q



Chapter 4. Character Varieties 162

4.3.1.2 Deligne-Hodge polynomial of Y
J−

[J+]

Now, we focus in the variety

Y
J−

[J+] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = J−

C ∈ [J+]

}

However, observe that, since J− ∼ −J+ we have that, via simultaneous conjugation Y
J−

[J+]
∼= Y

−J+

[J+] so,

instead of Y
J−

[J+] we are going to study

Y
−J+

[J+] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = −J+

C ∈ [J+]

}

The analysis of this variety is very similar to the one of Y
J+

[J+] in section 4.3.1.1. Again, recall that

Stab(J+) = U =

{(
±1 λ

0 ±1

) ∣∣∣∣∣ λ ∈ C

}

So, decomposing C = PJ+P
−1 for P ∈ SL(2,C), unique up to product with U on the right, we have

Y
−J+

[J+]
∼=
{

(A,B, P ) ∈ SL(2,C)3 | [A,B][P, J+] = −Id
}
/U

where U acts on P by right product. More explicity, the same computations than in section 4.3.1.1

show the explicit description

Y
−J+

[J+]
∼=

{(
(A,B),

(
x

z

))
∈ SL(2,C)2 × C2 − {0}

Z2

∣∣∣∣∣ [A,B] = R(x, z)

}

where Z2 acts on C2 − {0} by −1 · (x, z) = (−x,−z) and

R(x, z) := −[P, J+]−1 =

(
−1− (x+ z)z −1 + x(x+ z)

−z2 −1 + xz

)

Analogously, we can stratify this space as before in terms of the trace map t : Y
−J+

[J+] → C given by

t(A,B, [x, z]) = t̃[x, z], where t̃ : C2−{0}
Z2

→ C is

t̃[x, z] = tr(R(x, z)) = −2− z2

• Z2 := t−1(2) = Y
−J+

[J+] ∩ {z = ±2i}: In this case, the only posibility is that R(x, z) ∼ J+.

Again, considering the projection over (x, z) mapping π : Z2 → (C × {±2i})/Z2
∼= C given by

π(A,B, [x,±2i]) = [x,±2i] we have an E-fibration

XJ+ → Z2
π→ C
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so, in terms of Deligne-Hodge polynomials

e(Z2) = e(C)e(XJ+) = q4 − 2q3 − 3q2

• Z−2 := t−1(−2) = Y
−J+

[J+] ∩ {z = 0}: In this case, we again use the fibration π : Z−2 → C∗/Z2,

π(A,B, [x, 0]) = [x]. A above, we can find two diferent types of fibers:

– π−1([±1]). In this situation, R(x, z) = −Id. Thus, since it is an unique fiber, the contribu-

tion is e(π−1([±1])) = e(X−Id) = q3 − q.

– π−1([x]) for [x] 6= [±1]. In that cases, R(x, z) ∼ J−, so we have an E-fibration

XJ− → Z−2 − π−1([±1])→ (C∗ − {±1})/Z2

Therefore, we have

e
(
Z−2 − π−1([±1])

)
= e ((C∗ − {±1})/Z2) e

(
XJ−

)
= (q − 2)e

(
XJ−

)
= q4 + q3 − 6q2

Hence, putting together the Deligne-Hodge polynomials of the two strata we have that

e(Z−2) = e(π−1([±1])) + e
(
Z−2 − π−1([±1])

)
= q4 + 2q3 − 6q2 − q

• Z̃ := Y
−J+

[J+] ∩ {z 6= 0,±2i}: In this case, we have t 6= ±2, so fixed (x, z) ∈ C× C− {0,±2i}, we

have (A,B) ∼ Dλ for some λ ∈ C∗ −{±1}. As in section 4.3.1.1, we take the twisted projection

π : Z̃ → C given by π(A,B, [x, z]) = xz. Again, the key point is that, taking v := xz we can

write

R(x, z) =

(
−1− (x+ z)z −1 + x(x+ z)

−z2 −1 + xz

)
=

(
−1− v − z2 v + v2

z2 − 1

−z2 v − 1

)
=: R̃(v, z2)

and, since z2 does not deppend on the sign of z we have that w := z2 is well defined and takes

values on C− {0, 4}. Thus, fixing v ∈ C our fiber can be described as

π−1(v) ∼=
{

((A,B), w) ∈ SL(2,C)2 × C− {0, 4}
∣∣ [A,B] = R̃(v, w)

}
with t((A,B), w) = tr(R̃(v, w)) = 2 + w. Using exactly the same argument than in 4.3.1.1,

we have that π−1(v) ∼= XD/Z2 for all v ∈ C, and this identification can be done in a Zariski

neighbourhood. Thus, we have and E-fibration

XD/Z2 → Z̃2 → C

so, in particular

e
(
Z̃2

)
= e (C) e (XD/Z2) = q5 − 2q4 − 3q3 + 3q2 + q
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Hence, putting together all the strata of Y
−J+

[J+] we have

e
(
Y
J−

[J+]

)
= e

(
Y
−J+

[J+]

)
= e (Z2) + e (Z−2) + e(Z̃) = q5 − 3q3 − 6q2

4.3.2 Representation with holonomies of mixed type

4.3.2.1 Deligne-Hodge polynomial of Y Dλ
[J+]

In the mixed case, let us fix λ ∈ C∗−{±1} and let us take Dλ =

(
λ 0

0 λ−1

)
. We consider the auxiliar

variety

Y Dλ
[J+] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = Dλ

C ∈ [J+]

}
Again, the analysis is very similar to the one of 4.3.1.1. Recall that

Stab(J+) = U =

{(
±1 µ

0 ±1

) ∣∣∣∣∣ µ ∈ C

}

So, decomposing C = PJ+P
−1 for P ∈ SL(2,C), unique up to product with U on the right, we have

Y Dλ
[J+]
∼=
{

(A,B, P ) ∈ SL(2,C)3 | [A,B][P, J+] = DλJ
−1
+

}
/U

where U acts on P by right product. As in 4.3.1.1, the commutator action of U on [P, J+] only depends

on (x, z) up to sign, so computing again, we obtain the explicit description

Y Dλ
[J+]
∼=

{(
(A,B),

(
x

z

))
∈ SL(2,C)2 × C2 − {0}

Z2

∣∣∣∣∣ [A,B] = R(x, z)

}

where Z2 acts on C2 − {0} by −1 · (x, z) = (−x,−z) and

R(x, z) := DλJ+[P, J+]−1 =

(
λ(1 + xz) −λx2

λ−1z2 λ−1(1− xz)

)

Analogously, we can stratify this space as before in terms of the trace map t : Y Dλ
[J+] → C given by

t(A,B, [x, z]) = t̃[x, z], where t̃ : C2−{0}
Z2

→ C is

t̃[x, z] = tr(R(x, z)) = λ+ λ−1 + xz(λ− λ−1)

• Z2 := t−1(2): In this case, since λ + λ−1 6= −2 we should have xz = µ0 for some µ0 ∈ C∗.
Therefore, it is impossible to have R(x, z) ∼ Id, so it must be R(x, z) ∼ J+. Hence, considering

the projection over x mapping π : Z2 → C∗/Z2
∼= C∗ given by π(A,B, [x, µ0

x ]) = [x] we have an
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E-fibration

XJ+ → Z2
π→ C∗

so, in terms of Deligne-Hodge polynomials

e(Z2) = e(C∗)e(XJ+) = q4 − 3q3 − q2 + 3q

• Z−2 := t−1(−2): This case is completely analogous to the Z2 case with R(x, z) ∼ J−, so we have

an E-fibration.

XJ− → Z−2→C∗

Hence, the Deligne-Hodge polynomial of this stratum is

e(Z−2) = e(C∗)e(XJ−) = q4 + 2q3 − 3q2

• Zλ := t−1(λ+λ−1) = t−1(tr Dλ): In that case, for fixed (x, z) ∈ C2−{0} /Z2, we have R(x, z) ∼
Dλ. For the possible values of (x, z), observe that, since t̃[x, z] = λ+λ−1 +xz(λ−λ−1) we must

have xz = 0. Thus, (x, z) runs over

{xz = 0} − {(0, 0)}
Z2

=
{x = 0, z 6= 0}

Z2
t {z = 0, x 6= 0}

Z2

∼= C∗/Z2 t C∗/Z2
∼= C∗ t C∗

Hence, the projection over (x, z), π : Zλ → {xz=0}−{(0,0)}
Z2

given by π(A,B, [x, z]) = [x, y] gives

us a fibration with fiber

π−1(x, z) ∼=
{

(A,B) ∈ SL(2,C)2 | (A,B) = R(x, z) ∼ Dλ

} ∼= XDλ

Moreover, by the same reason than the other cases, this map is an E-fibration

XDλ → Zλ → C∗ t C∗

so the Deligne-Hodge polynomial of this stratum is

e(Z−2) = 2e(C∗)e(XDλ) = 2q4 + 4q3 − 12q2 + 4q + 2

• Z̃ := t−1(C −
{
±2, λ+ λ−1

}
): In this case, fixed (x, z) ∈ t̃−1(C −

{
±2, λ+ λ−1

}
) we have

x, z 6= 0, and (A,B) ∼ Dµ for some µ ∈ C∗ − {±1}. As in section 4.3.1.1, we take the twisted

projection π : Z̃ → C∗ given by π(A,B, [x, z]) = xz. Again, the key point is that, taking v := xz

we can write

R(x, z) =

(
λ(1 + xz) −λx2

λ−1z2 λ−1(1− xz)

)
=

(
λ+ λv −λv2

z2

λ−1z2 λ−1 − λ−1v

)
=: R̃(v, z2)
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and, since z2 does not deppend on the sign of z we have that w := z2 is well defined an takes

values on C∗. Thus, taking the projection π : Z̃ → C∗ given by π(A,B, [x, z]) = z2, we have that

π−1(w) =
{

(A,B, v) ∈ SL(2,C)2 × C∗ − {v±} | [A,B] = R̃(v, w)
}

with tr(R̃(v, w)) = λ+ λ−1 + v(λ− λ−1) and v± = −λ−λ−1±2
λ−λ−1 . Moreover, fixing v0 ∈ C∗ − {v±}

we have

π−1(w)
∣∣
v=v0

=
{

(A,B) ∈ SL(2,C)2 | [A,B] = R̃(v0, w) ∼ Dµ

}
∼= XDµ

for some µ ∈ C∗ − {±2, λ}. Hence, π−1(w) is the union of all the Xµ for µ ∈ C∗ − {±2}, which

is XD/Z2, except XDλ . Hence,

π−1(w) ∼= XD/Z2 −XDλ

so we have an E-fibration

XD/Z2 −XDλ → Z̃
π→ C∗

Therefore, we have

e(Z̃) = e(C∗)e(XD/Z2−XDλ) = e(C∗)e(XD/Z2)− e(C∗)e(XDλ) = q5−4q4−3q3 + 12q2−4q−2

Hence, putting together all the strata of Y Dλ
[J+] we have

e
(
Y Dλ

[J+]

)
= e (Z2) + e (Z−2) + e (Zλ) + e(Z̃) = q5 − 4q2 + 3q

Remark 4.3.4. In [46] there is an erratum while computing the Deligne-Hodge polynomial of Y Dλ
[J+]. The

problem is that, in the corresponding stratum Zλ, it is claimed that the contribution of the possible

values of (x, z) ∈ C2 − {(0, 0)} is 2q − 1. However, as we shown above, the possible values runs over

C∗ t C∗, whose Deligne-Hodge polynomial is 2q − 2.

4.3.3 Representation varieties with holonomies of diagonalizable type

First of all, let us fix λ1, λ2 ∈ C∗ − {±1}, and let us take

Dλ1 =

(
λ1 0

0 λ−1
1

)
Dλ2 =

(
λ2 0

0 λ−1
2

)

We consider the auxiliar variety

Y
Dλ2

[Dλ1
] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = Dλ2

C ∈ [Dλ1 ]

}
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As always, let us remove the conjugation class. For this purpose, recall that

Stab(Dλ1) = D =

{(
α 0

0 α−1

) ∣∣∣∣∣ α ∈ C∗
}

So, decomposing C = PDλ1P
−1 for P ∈ SL(2,C), unique up to product with D on the right, we have

that Y
Dλ2

[Dλ1
]
∼= Zλ,µ where

Zλ,µ =
{

(A,B, P ) ∈ SL(2,C)3 | [A,B] = Dµ[P,Dλ]−1
}
/D

=

{(
A,B,

(
x y

z t

))
∈ SL(2,C)3 | [A,B] =

(
µ
(
xt− λ2yz

)
µ−1xy

(
λ2 − 1

)
µtz

(
λ−2 − 1

)
µ−1

(
xt− λ−2yz

))} /D
D acts on P by right product, and we have defined λ := λ1 and µ := λ−1

1 λ−1
2 .

In order to study Zλ,µ, let us define the auxiliar variety

P :=
{

(P,M) ∈ SL(2,C)2 | Dµ[P,Dλ]−1 = M
}
/D

where D acts on P by right multiplication on P , i.e. Q · (P,M) = (PQ,M) for P,M ∈ SL(2,C)

and Q ∈ D. Moreover, let us define the morphism π : Zλ,µ → P given by π(A,B, P ) = (P, [A,B]).

Observe that, in this case, the fiber is

π−1(P,M) = {(A,B) | [A,B] = M}

which is isomorphic to the varieties Xξ studied above, for ξ = ±Id, J±, Dα a Jordan canonical form.

The especific class of ξ depends on the trace of M . Hence, the geometry of this fibration, and of P
itself, strongly depends on the values of the traces of M .

In order to study this geometry, let us take the fibration ζ : P → C given by ζ(P,M) = tr [P,Dλ] and

ρ : P → C given by ρ(P,M) = trM . Observe that ζ is well-defined since tr [P,Dλ] is invariant under

the action of D by right multiplication on P . Furthermore, remark that both fibrations are related by

ρ =
µ2λ2 − 1

µ(λ2 − 1)
ζ +

(1− µ2)(1 + λ2)

µ(λ2 − 1)

Let us denote the fiber of ζ in P by Pt := ζ−1(t). The structure of this fibration is captured in the

following proposition, whose complete proof can be found in [46].

Proposition 4.3.5. Let us write

M =

(
a b

c d

)

with ad − bc = 1, and let us consider the projection ϕ : P → C2, given by ϕ(P,M) = (b, c). Then,

there exists a regular morphism k : C−
{

2, λ2 + λ−2
}
→ C∗ such that the projection ϕ : P → C2 give
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us the isomorphisms in the following cases

P2
∼= {bc = 0} Pλ2+λ−2

∼= {bc = 0} Pt ∼= {bc = k(t)} ∼= C∗

for t ∈ C −
{

2, λ2 + λ−2
}

. Observe that, in particular, the fibration in the non-degenerated locus

ζ : P|t6=2,λ2+λ−2 → C is trivial.

Moreover, from this description, we have the Deligne-Hodge polynomials

e (P2) = e (Pλ2+λ−2) = e ({bc = 0}) = 2q − 1 e (Pt) = q − 1

for any t ∈ C−
{

2, λ2 + λ−2
}

.

With this understanding of the fibration ζ : P → C, we can analyze the variety Zλ,µ. For this purpose,

let us define the lifts ζ̃ : Zλ,µ → C given by ζ̃(A,B, P ) = tr [P,Dλ] and ρ̃ : Zλ,µ → C given by

ζ̃(A,B, P ) = tr [A,B]. Observe that this fibrations are defined in order to obtain commutation of the

following diagram.

Zλ,µ
ρ̃

!!C
CC

CC
CC

C
ζ̃

}}{{
{{

{{
{{

π

��

C C

P
ρ

==zzzzzzzzζ

aaDDDDDDDD

Hence, in particular, it also holds the relation between fibrations

ρ̃ =
µ2λ2 − 1

µ(λ2 − 1)
ζ̃ +

(1− µ2)(1 + λ2)

µ(λ2 − 1)

For simplicity, let us define f : C→ C by f(t) = µ2λ2−1
µ(λ2−1)

t+ (1−µ2)(1+λ2)
µ(λ2−1)

, so ρ = f(ζ).

4.3.3.1 Deligne-Hodge polynomial of Y
Dλ2

[Dλ1
] with λ1 6= ±λ2, λ

−1
2

For the subsequent computations of this section, let us assume that λ1 6= ±λ2, λ
−1
2 , which is equivalent

to λ2µ = λ1λ
−1
2 6= ±1. This condition will be dropped out in the following sections. Let us stratify

Zλ,µ according to the values of ζ̃.

• Z2
λ,µ := ζ̃−1(2): In this case, the morphism π : Zλ,µ → P restricts to a morphism π : Z2

λ,µ → P2.

Moreover, since ζ ≡ 2 on P2, then ρ is identically

ρ ≡ f(2) = µ+ µ−1 6= ±2
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Therefore, the fiber of this fibration is, for all (P,M) ∈ P2

π−1(P,M) = {(A,B) | [A,B] = M}

with trM = ρ(M) = µ+ µ−1 6= ±2. Thus, M ∼ Dµ which implies

π−1(P,M) = {(A,B) | [A,B] = M ∼ Dµ} ∼= XDµ

Since this identification can be done locally, we have an E-fibration

XDµ → Z2
λ,µ

π→ P2

so, in particular, using proposition 4.3.5, we have

e
(
Z2
λ,µ

)
= e (P2) e

(
XDµ

)
= 2q4 + 5q3 − 9q2 + q + 1

• Zλ2+λ−2

λ,µ := ζ̃−1(λ2 + λ−2): In this case, the morphism π : Zλ,µ → P restricts to a morphism

π : Zλ
2+λ−2

λ,µ → Pλ2+λ−2 . Moreover, since ζ ≡ λ2 + λ−2 on Pλ2+λ−2 , then ρ is identically

ρ ≡ f(λ2 + λ−2) = µλ2 + µ−1λ−2 6= ±2

since λ2µ± 1. Then, by the same argument than in the previous case, we have an E-fibration

XDµ → Zλ
2+λ−2

λ,µ
π→ Pλ2+λ−2

so, in particular, we obtain

e
(
Zλ

2+λ−2

λ,µ

)
= e (Pλ2+λ−2) e

(
XDµ

)
= 2q4 + 5q3 − 9q2 + q + 1

• Zαλ,µ = ζ̃−1(f−1(2)): Let us define α = f−1(2) so ζ ≡ α. Recall that, restricting, we have a

morphism π : Zαλ,µ → Pα. The fiber of this fibration is, for all (P,M) ∈ P2

π−1(P,M) = {(A,B) | [A,B] = M}

with trM = ρ(M) = 2. Observe that the fiber depends on if M could be Id or not. However,

observe that, forall (P,M) ∈ P, we have that M 6= Id. Indeed, if there exists P ∈ SL(2,C) such

that (P, Id) ∈ P then we must have [P,Dλ] = Dµ, which is impossible.

Therefore, if (P,M) ∈ Pα, then M ∼ J+. Hence, the fiber of this fibration is

π−1(P,M) = {(A,B) | [A,B] = M ∼ J+} ∼= XJ+
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for all P,M ∈ SL(2,C). Since this identifications can be done in a Zariski open set, we have an

E-fibration

XJ+ → Zαλ,µ
π→ Pα

which, in particular, means

e
{
Zαλ,µ

)
= e (Pα) e

(
XJ+

)
= q4 − 3q3 − q2 + 3q

• Zβλ,µ = ζ̃−1(f−1(−2)): Let us define β = f−1(−2) so ζ ≡ β. This case is analogous to the

previous one except that, here ζ ≡ β if and only if ρ ≡ −2. Since, by an analogous argument

than above, it cannot be M = Id for any (P,M) ∈ Pβ. Therefore, the unique posibility is

M ∼ J− and, thus, the fiber is

π−1(P,M) = {(A,B) | [A,B] = M ∼ J−} ∼= XJ−

for all P,M ∈ SL(2,C). Since this identifications can be done in a Zariski open set, we have an

E-fibration

XJ− → Zβλ,µ
π→ Pβ

which, in particular, means

e
(
Zβλ,µ

)
= e (Pβ) e

(
XJ−

)
= q4 + 2q3 − 3q2

• Z̃λ,µ := ζ̃−1(C−
{

2, λ2 + λ−2, α, β
}

): For the residual case let us denote P̃ := ζ−1(
{

2, λ2 + λ−2, α, β
}

).

Since ζ ∈ C−
{

2, λ2 + λ−2, α, β
}

, then ρ ∈ S, where

S = C−
{
±2, µ+ µ−1, µλ2 + µ−1λ−2

}
= (C− {±2})− {2 points}

Let us define the auxiliar variety

W =
{

(A,B, t) ∈ SL(2,C)2 × S | tr[A,B] = t
}

and let us define the morphism ψ : Z̃λ,µ →W by

ψ(A,B, P ) = (A,B, tr Dµ[P,Dλ]−1) = (A,B, ρ̃(A,B, P ))

Then, ψ has, for (A,B, t) ∈W , the fiber

ψ−1(A,B, t) =
{
P ∈ SL(2,C) | tr Dµ[P,Dλ]−1 = t

}
/D

= {P ∈ SL(2,C) | tr [P,Dλ] = f(t)} /D ∼= Pf(t)
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where f : S → C−
{

2, λ2 + λ−2, α, β
}

is given by f(t) = tµ(λ2−1)+(µ2−1)(1+λ2)
µ2λ2−1

. Since the fibration

ζ : P̃ → S is trivial, then, in fact, we can do this isomorphism locally to obtain an E-fibration

Pt0 → Z̃λ,µ
ψ→W

Now, observe that W is equal to the variety XD/Z2, where we have removed the fibers corre-

sponding to XDµ and XDλ2µ
, so e(W ) = e(XD/Z2) − 2e(XDλ) =. Hence, since Pt0 ∼= C∗, we

have

e
(
Z̃λ,µ

)
= e (Pt0) e (W ) = q5 − 5q4 − 5q3 + 18q2 − 6q − 3

Therefore, adding all the strata, we obtain

e
(
Y
Dλ2

[Dλ1
]

)
= e

(
Z2
λ,µ

)
+ e

(
Zλ

2+λ−2

λ,µ

)
+ e

(
Zαλ,µ

)
+ e

(
Zβλ,µ

)
+ e

(
Z̃λ,µ

)
= q5 + q4 + 4q3 − 4q2 − q − 1

4.3.3.2 Deligne-Hodge polynomial of Y
D−λ

[Dλ]

Analogous to the previous case, let us consider the auxiliar variety

Y
D−λ

[Dλ] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = D−λ

C ∈ [Dλ]

}

By the considerations in section 4.3.3, Y
D−λ

[Dλ]
∼= Zλ,−λ−2 , which, in this case, reduces to

Zλ,−λ−2 =
{

(A,B, P ) ∈ SL(2,C)3 | [A,B] = D−λ−2 [P,Dλ]−1
}
/D

=

{(
A,B,

(
x y

z t

))
∈ SL(2,C)3 | [A,B] =

(
−λ−2xt+ yz xy

(
λ2 − λ4

)
tz
(
λ−2 − λ−4

)
−λ2xt+ yz

)}
/D

where D acts on P by right product.

The main difference between this case and the previous one is that, now

f(λ2 + λ−2) = −2

so the strata Zλ
2+λ−2

λ,−λ−2 and Zβ
λ,−λ−2 , with β = f−1(−2), coincides. Moreover, in this case, there exists

P ∈ SL(2,C) such that [P,Dλ] = −Id so this strata Zβ
λ,−λ−2 must be recomputed. Therefore, let us

consider

Zλ
2+λ−2

λ,−λ−2 =
{

(A,B, P ) ∈ SL(2,C)3 | [A,B] = D−λ−2 [P,Dλ]−1, tr [A,B] = −2
}
/D

As before, let us take the morphism π : Zλ
2+λ−2

λ,−λ−2 → Pλ2+λ−2
∼= {bc = 0}, whose fiber is

π−1(P,M) = {(A,B) | [A,B] = M}
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for M ∈ SL(2,C) with trM = −2. Recall that the isomorphism ϕ : Pλ2+λ−2 ↔ {bc = 0} is just the

projection over (b, c), when M =

(
a b

c d

)
. Therefore, we obtain the degenerated fibers

• The degenerated fiber ZD := π−1ϕ−1(0, 0). In that case, we have that b = c = 0, so [A,B] = −Id
and, thus, the fiber is X−Id. Hence, its Deligne-Hodge polynomial is e(ZD) = e(X−Id).

• The non-degenerated locus ZND := π−1
(
ϕ−1({bc = 0} − {(0, 0)})

)
. In that case, since b 6= 0

or c 6= 0, we have that [A,B] 6= −Id, so, using that tr [A,B] = −2, it should be [A,B] ∼ J−.

Hence, the fiber is

π−1(P,M) = {(A,B) | [A,B] = M ∼ J−} ∼= XJ−

Therefore, we have an E-fibration

XJ− → ZND → {bc = 0} − {(0, 0)}

so we obtain the Deligne-Hodge polynomial

e(ZND) = e({bc = 0} − {(0, 0)})e(XJ−)

Therefore, putting together the fibers, we have

e(Zλ
2+λ−2

λ,−λ−2 ) = e(ZD) + e(ZND) = 2q4 + 5q3 − 6q2 − q

Hence, since the others strata of Zλ,−λ−2 are the same than for the general case and remembering that

the strata Zλ
2+λ−2

λ,−λ−2 and Zβ
λ,−λ−2 coincides, we obtain

e
(
Y
D−λ

[Dλ]

)
= e

(
Z2
λ,−λ−2

)
+ e

(
Zλ

2+λ−2

λ,−λ−2

)
+ e

(
Zαλ,−λ−2

)
+ e

(
Z̃λ,−λ−2

)
= q5 + q4 + 4q3 − 4q2 − q − 1

Remark 4.3.6. This Deligne-Hodge polynomial agrees with the one of the general case λ1 6= −λ2.

4.3.3.3 Deligne-Hodge polynomial of Y
Dλ−1

[Dλ]

Now, let us consider the case λ := λ1 = λ−1
2 . This corresponds to the auxiliar variety

Y
Dλ−1

[Dλ] :=

{
(A,B,C) ∈ SL(2,C)3

∣∣∣∣∣ [A,B]C = Dλ−1

C ∈ [Dλ−1 ]

}
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Now, we have that µ = λ−1
1 λ−1

2 = λ−1λ = 1. Therefore, by the considerations in section 4.3.3,

Y
Dλ−1

[Dλ]
∼= Zλ,1, which, in this case, reduces to

Zλ,1 =
{

(A,B, P ) ∈ SL(2,C)3 | [A,B] = [P,Dλ]−1
}
/D

=

{(
A,B,

(
x y

z t

))
∈ SL(2,C)3 | [A,B] =

(
xt− λ2yz xy

(
λ2 − 1

)
tz
(
λ−2 − 1

)
xt− λ−2yz

)}
/D

where D acts on P by right product.

In this case, the main difference between this case and general case of section 4.3.3.1, is that, now

ρ = ζ, or, equivalently f = IdC. Therefore, the strata Z2
λ,1 = ζ̃−1(2) and Zαλ,1 with α = f−1(2) = 2

coincide. Moreover, in this case, there exists P ∈ SL(2,C) such that [P,Dλ] = Id, so we have to

recompute this strata.

As above, let us take the morphism π : Z2
λ,1 → P2

∼= {bc = 0}, whose fiber is

π−1(P,M) = {(A,B) | [A,B] = M}

for M ∈ SL(2,C) with trM = 2. Recall that the isomorphism ϕ : P2 ↔ {bc = 0} is just the projection

over (b, c), when M =

(
a b

c d

)
. Therefore, we obtain the fibers:

• The degenerated fiber ZD := π−1ϕ−1(0, 0). In that case, we have that b = c = 0, so, since

tr [A,B] = 2, we have [A,B] = Id and, thus, the fiber is XId. Hence, its Deligne-Hodge

polynomial is e(ZD) = e(XId).

• The non-degenerated locus ZND := π−1
(
ϕ−1({bc = 0} − {(0, 0)})

)
. In that case, since b 6= 0 or

c 6= 0, we have that [A,B] 6= Id, so, using that tr [A,B] = 2, it should be [A,B] ∼ J+. Hence,

the fiber is

π−1(P,M) = {(A,B) | [A,B] = M ∼ J+} ∼= XJ+

Therefore, we have an E-fibration

XJ+ → ZND → {bc = 0} − {(0, 0)}

so we obtain the Deligne-Hodge polynomial

e(ZND) = e({bc = 0} − {(0, 0)})e(XJ+)

Therefore, putting together the fibers, we have

e(Z2
λ,1) = e(ZD) + e(ZND) = 3q4 − 2q3 − 3q2 + 2q
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Hence, since the others strata of Zλ,1 are the same than for the general case and remembering that

the strata Z1
λ,−λ−2 and Zαλ,−λ−2 coincides, we obtain

e
(
Y
Dλ−1

[Dλ]

)
= e

(
Z2
λ,1

)
+ e

(
Zλ

2+λ−2

λ,1

)
+ e

(
Zβλ,1

)
+ e

(
Z̃λ,1

)
= q5 + 2q4 + 2q3 − 3q2 − q − 1

Remark 4.3.7. This Deligne-Hodge polynomial does not agree with the one of the general case.

4.3.4 Deligne-Hodge polynomial of parabolic character varieties with two marked

points

In the previous sections, we computed the Deligne-Hodge polynomials of some varieties Y ξ
C for some

cases of conjugacy classes C ⊆ SL(2,C) and ξ ∈ SL(2,C). In this section, we will show how to reduce

the other cases to the known ones. Moreover, analyzing the simultaneous conjugacy action of SL(2,C)

on the varieties XC1,C2 we will compute the GIT quotient

MC1,C2 = XC1,C2 � SL(2,C)

obtaining their Deligne-Hodge polynomials.

The main tool to deal with this problem will be the final considerations of section 4.3. Let us fix

conjugacy classes C1, C2 ⊆ SL(2,C) and ξ ∈ C2. Suppose that we can find a subgroup K ⊆ Stab(ξ)

such that the action of K on XC1,C2 by simultaneous conjugation is trivial and SL(2,C)/K acts freely

on XC1,C2 . Usually, we will take K = Center(SL(2,C)) = {Id,−Id}, so SL(2,C)/K = PGL(2,C).

In that cases, as shown in 4.3, we can apply proposition 3.3.47 for the varieties Y ξ
C1 ⊆ XC1,C2 and the

algebraic groups Stab(ξ)/K ⊆ SL(2,C)/K so we will have

e (XC1,C2) = e
(
Y ξ
C1

)
e

(
SL(2,C)/K

Stab(ξ)/K

)
= e

(
Y ξ
C1

)
e

(
SL(2,C)

Stab(ξ)

)

For this purpose, observe that SL(2,C)/K acts freely on XC1,C2 if and only if the group Stab(ξ)/K

acts freely on Y ξ
C1 for any ξ ∈ C2. Indeed, note that, since C2 ∼ ξ, there exists Q ∈ SL(2,C) such

that C2 = QξQ−1, and, thus, Q(A,B,C1)Q−1 ∈ Y ξ
C1 . Therefore, some non trivial P ∈ SL(2,C)/K fixes

(A,B,C1, C2) ∈ XC1,C2 if and only if the non trivial elementQ−1PQ ∈ Stab(ξ)/K fixesQ(A,B,C1)Q−1 ∈
Y ξ
C1 and this happens if and only if the action of Stab(ξ)/K on Y ξ

C1 is not free.

Moreover, let DξC1 be the set of reducibles of Y ξ
C1 , that is, given (A,B,C) ∈ Y ξ

C1 , (A,B,C) ∈ DξC1
if and only if there exists a non trivial P ∈ Stab(ξ)/K such that P (A,B,C)P−1 = (A,B,C).

Analogously, let DC1,C2 be the set of reducibles of XC1,C2 . Then, by the previous computation, we

have that, given (A,B,C1, C2) ∈ XC1,C2 with C2 = QξQ−1, (A,B,C1, C2) ∈ DC1,C2 if and only if
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(Q−1AQ,Q−1BQ,Q−1C1Q) ∈ DξC1 . Therefore, we have

DC1,C2 ∼=
{

(A,B,C,Q) ∈ Y ξ
C1 × SL(2,C)/Stab(ξ) |Q−1(A,B,C)Q ∈ DξC1

}

4.3.4.1 Deligne-Hodge polynomial of M[J+],[J−]

Let us take K = {Id,−Id}, so SL(2,C)/K ∼= PGL(2,C). We will show that PSL(2,C) acts freely on

X[J+],[J−] = X[J+],[−J+]. As we explained before, this is equivalent to Stab(J+)/ {±Id} acting freely

on Y
−J+

[J+] . Suppose that there exists a non trivial P ∈ Stab(J+)/ {±Id} and (A,B,C) ∈ Y −J+

[J+] with

P (A,B,C)P−1 = Id. Let us write

P =

(
1 λ

0 1

)
A =

(
a b

c d

)

with λ 6= 0. Since we have

PAP−1 =

(
a+ λc b− λ2c+ λ(d− a)

c d− λc

)

we obtain that PAP−1 = A if and only if a = d = ±1 and c = 0, that is, if and only if A ∈ U =

Stab(J+). Analogously, we should have B ∈ U = Stab(J+). Hence, since [U,U ] = Id, we have that

[A,B] = Id, which is impossible by the stratification analysis of section 4.3.1.2.

Therefore, the action of PSL(2,C) on X[J+],[J−] is free and, thus, we have

e
(
X[J+],[J−]

)
= e

(
X[J+],[−J+]

)
= e

(
Y
−J+

[J+]

) e (PGL(2,C))

e (Stab(J−))
= q7 − 4q5 − 6q4 + 3q3 + 6q2

Moreover, since we know that the action of PGL(2,C) on X[J+],[J−] is free, its GIT quotient is just an

usual quotient, so

X[J+],[J−] � SL(2,C) = X[J+],[J−] � PSL(2,C) = X[J+],[J−]/PSL(2,C)

and, thus, we have

M[J+],[J−] = X[J+],[J−]/PSL(2,C)

which, in particular, means

e
(
M[J+],[J−]

)
=

e
(
X[J+],[J−]

)
e(PSL(2,C))

= q4 − 3q2 − 6q.
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4.3.4.2 Deligne-Hodge polynomial of M[J+],[J+]

Again, we will take K = {±Id}, so SL(2,C)/K ∼= PGL(2,C). However, in contrast to section 4.3.4.1,

in this case PGL(2,C) does not act freely on X[J+],[J+], so we will found reducibles.

By the same argument than above, if (A,B,C) ∈ DJ+

[J+], then A,B ∈ U = Stab(J+), so, in particular,

[A,B] = Id and, thus, C = J+. Therefore, we have the reducibles

DJ+

[J+] = U × U × {J+} ∼= U2

and, by the relation between DJ+

[J+] and D[J+],[J+] we have

D[J+],[J+] =
{

(A,B,C,Q) ∈ Y J+

[J+] × SL(2,C)/Stab(J+) |Q−1(A,B,C)Q ∈ DJ+

[J+]

}
∼=
{

(A,B,C,Q) ∈ Y J+

[J+] × SL(2,C)/Stab(J+) |A,B ∈ QUQ−1, C = QJ−1
+ Q−1

}

Let us denote X∗[J+],[J+] := X[J+],[J+] − D[J+],[J+] and Y
J+

[J+]

∗
= Y

J+

[J+] − D
J+

[J+], the sets of non-reducible

elements. Since U ∼= C t C and DJ+

[J+]
∼= U2 we have that e

(
DJ+

[J+]

)
= e(U)2 = 4e(C)2 = 4q2 so

e
(
Y
J+

[J+]

∗)
= e

(
Y
J+

[J+]

)
− e

(
DJ+

[J+]

)
= q5 + q4 − q2 + 3q

and, by remark 4.3.2 with K = {±Id}, we have

e
(
X∗[J+],[J+]

)
= e

(
Y
J+

[J+]

∗)
e

(
PGL(2,C)

Stab(J+)

)
= q7 + q6 − q5 − 2q4 + 3q3 + q2 − 3q.

Finally, let us compute the Deligne-Hodge polynomial of M[J+],[J+]. For the non-reducible elements,

we have that the action of PSL(2,C) on X∗[J+],[J+] is free, so

X∗[J+],[J+] � SL(2,C) = X∗[J+],[J+]/SL(2,C)

For the contribution of the reducibles, first of all, observe that, setwise

D[J+],[J+]/SL(2,C) = DJ+

[J+]/Stab(J+)

so, passing to the GIT quotient, we have D[J+],[J+] �SL(2,C) = DJ+

[J+] �Stab(J+). Hence, it is enough

to study

DJ+

[J+] � Stab(J+) ∼= U2 � Stab(J+)

with Stab(J+) acting by simultaneous conjugation. Let us take (A,B) ∈ U2, let us say

A =

(
ε a

0 ε

)
B =

(
δ b

0 δ

)
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with ε, δ ∈ {±1}. Now, let us consider two sequences {xn}∞n=1 , {yn}
∞
n=1 ⊆ C∗ with xn → ε and yn → δ.

We consider the approximation matrices

An =

(
xn a

0 x−1
n

)
Bn =

(
yn b

0 y−1
n

)

The condition for having [An, Bn] = [A,B] = Id translates into

a(yn − y−1
n ) = b(xn − x−1

n )

We are going to prove that there exists a sequence of {Pn}∞n=1 ⊆ Stab(J+) such that

Pn · (An, Bn)→ (εId, δId)

Once proven, we have obtained that, in the Zariski closure of each orbit by conjugation, we always

find an element of the form (εId, δId) for some ε, δ ∈ {±1}. Hence, applying the S-identification, we

have that

DJ+

[J+] � Stab(J+) ∼= U2 � Stab(J+) ∼= {(±Id,±Id)}

that is, four points, so e
(
DJ+

[J+] � Stab(J+)
)

= 4.

The selection of the appropiate Pn is just a computation. Let us take a generic matriz

P (α) =

(
1 α

0 1

)

We have that

P (α) · (An, Bn) =

((
xn a+ α(xn − x−1

n )

0 x−1
n

)
,

(
yn b+ α(yn − y−1

n )

0 y−1
n

))

Hence, since −a
xn−x−1

n
= −b

yn−y−1
n

, taking Pn = P
(

−a
xn−x−1

n

)
we obtain

Pn · (An, Bn) =

((
xn 0

0 x−1
n

)
,

(
yn 0

0 y−1
n

))
→ (εId, δId)

as we wanted to show.

Therefore, have obtained that the contribution to the GIT quotient of the reducibles is just four points,

so we have the Deligne-Hodge polynomial

e
(
M[J+],[J+]

)
= e

(
X∗[J+],[J+]/SL(2,C)

)
+ e

(
D[J+],[J+] � SL(2,C)

)
= q4 + q3 − q + 7
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4.3.4.3 Deligne-Hodge polynomial of M[J−],[J−]

Observe that, since −J+ is in the conjugacy class of J− , we have that −[J+] = [J−]. Using this fact,

we have the regular isomorphism

X[J+],[J+] ↔ X[J−],[J−]

(A,B,C1, C2) 7−→ (A,B,−C1,−C2)

Moreover, this isomorphism respects the action of SL(2,C) by simultaneous conjugation, so it descends

to the GIT quotient. Thus,

M[J−],[J−]
∼=M[J+],[J+]

so, in particular

e
(
M[J−],[J−]

)
= e

(
M[J+],[J+]

)
= q4 + q3 − q + 7

4.3.4.4 Deligne-Hodge polynomial of M[J+],[Dλ]

This case is very similar to the reasoning for M[J+],[J−] in 4.3.4.1. Indeed, taking K = {Id,−Id}, we

have that SL(2,C)/K ∼= PSL(2,C) acts freely on X[J+],[Dλ]. To check this, observe that, by the same

reason than in 4.3.4.1, if a non trivial P ∈ PSL(2,C) fixes (A,B,C1, C2) ∈ X[J+],[Dλ], then it would

be [A,B] = Id, which is impossible by the analysis of section 4.3.2.1.

Hence, we have the Deligne-Hodge polynomial

e
(
X[J+],[Dλ]

)
= e

(
Y Dλ

[J+]

) e (PGL(2,C))

e (Stab(Dλ))
= q7 + q6 − 4q4 − q3 + 3q2

Furthermore, again, since PSL(2,C) acts freely on X[J+],[Dλ], the GIT quotient is just a quotient, so

M[J+],[Dλ] = X[J+],[Dλ] � SL(2,C) = X[J+],[Dλ]/PSL(2,C)

which, in particular, means

e
(
M[J+],[Dλ]

)
=
e
(
X[J+],[Dλ]

)
e(PSL(2,C))

= q4 + q3 + q2 − 3q

Remark 4.3.8. As we mention in remark 4.3.4, in [46], there is an erratum while computing the Deligne-

Hodge polynomial of Y Dλ
[J+]. Therefore, the corresponding Deligne-Hodge polynomials forM[J+],[Dλ] do

not agree.



Chapter 4. Character Varieties 179

4.3.4.5 Deligne-Hodge polynomial of M[J−],[Dλ]

Since −[J+] = [J−] we have the algebraic isomorphism

X[J+],[Dλ] ↔ X[J−],[D−λ]

(A,B,C1, C2) 7−→ (A,B,−C1,−C2)

Thus, we have that

M[J−],[Dλ]
∼=M[J+],[D−λ]

so, in particular

e
(
M[J−],[Dλ]

)
= e

(
M[J+],[D−λ]

)
= q4 + q3 + q2 − 3q

4.3.4.6 Deligne-Hodge polynomial of M[Dλ1
],[Dλ2

] with λ1 6= λ2, λ
−1
2

Recall that, by the results of sections 4.3.3.1 and 4.3.3.2 in both cases we have that

e
(
Y
Dλ2

[Dλ1
]

)
= q5 + q4 + 4q3 − 4q2 − q − 1

Now, let us take K = {±ID} so SL(2,C)/K ∼= PGL(2,C). We will show that PSL(2,C) acts freely

on X[Dλ1
],[Dλ2

]. As we explained before, this is equivalent to Stab(Dλ2)/ {±Id} acting freely on Y
Dλ2

[Dλ1
].

Suppose that there exists a non trivial P ∈ Stab(Dλ2)/ {±Id} and (A,B,C) ∈ Y Dλ2

[Dλ1
] with P (A,B,C)P−1 =

Id. Let us suppose that P =

(
α 0

0 α−1

)
for some α ∈ C−{±1} and A =

(
a b

c d

)
, then we have that

PAP−1 =

(
a αb

α−1c d

)

so it should be b = c = 0, that is A ∈ D. Analogously, B ∈ D, so, since [D,D] = Id, it must be

[A,B] = Id. However, the stratifications of sections 4.3.3.1 and 4.3.3.2 show that this is impossible.

Therefore, we have that Stab(Dλ2)/ {±Id} ∼= C∗/Z2
∼= C∗ acts freely on X[Dλ1

],[Dλ2
]. Thus, we have

e
(
X[Dλ1

],[Dλ2
]

)
= e

(
Y
Dλ2

[Dλ1
]

) e (PGL(2,C))

e (Stab(Dλ2))
= q7 + 2q6 + 5q5 − 5q3 − 2q2 − q

Moreover, since we know that the action of PGL(2,C) on X[Dλ1
],[Dλ2

] is free, its GIT quotient is just

an usual quotient, so

M[Dλ1
],[Dλ2

] = X[Dλ1
],[Dλ2

] � SL(2,C) = X[Dλ1
],[Dλ2

] � PGL(2,C)
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and, thus, we have

M[Dλ1
],[Dλ2

] = X[Dλ1
],[Dλ2

]/PGL(2,C)

which, in particular, means

e
(
M[Dλ1

],[Dλ2
]

)
=
e
(
X[Dλ1

],[Dλ2
]

)
e(PGL(2,C))

= q4 + 2q3 + 6q2 + 2q + 1

4.3.4.7 Deligne-Hodge polynomial of M[Dλ],[Dλ−1 ]

In this case, in contrast to the general case 4.3.4.6, we will find reducibles. Let us take K = {±Id},
so SL(2,C)/K = PGL(2,C). Let D[Dλ],[Dλ−1 ] and DDλ−1

[Dλ] be the set of reducibles of X[Dλ],[Dλ−1 ] and

Y
Dλ−1

[Dλ] , under the action of PGL(2,C) and Stab(Dλ−1)/K respectively. Recall that, since K acts

trivially

M[Dλ],[Dλ−1 ] = X[Dλ],[Dλ−1 ] � SL(2,C) = X[Dλ],[Dλ−1 ] � PGL(2,C) = Y
Dλ−1

[Dλ] � Stab(Dλ−1)/K

So it is enough to compute Y
Dλ−1

[Dλ] � Stab(Dλ−1)/K. To this end, recall that the variety Y
Dλ−1

[Dλ] is

Y
Dλ−1

[Dλ] =
{

(A,B,C) ∈ SL(2,C)3 | [A,B]C = Dλ−1

}
By the same argument than above, if (A,B,C) ∈ DDλ−1

[Dλ] , then A,B ∈ D = Stab(Dλ), so, in particular,

[A,B] = Id and, thus, C = Dλ−1 . Therefore, we have the reducibles

DDλ−1

[Dλ] = D ×D × {Dλ−1} ∼= D2

In order to implement S-equivalence for computing the GIT quotient, let us study the set of elements

of Y
Dλ−1

[Dλ] whose orbit, under the action of Stab(D)/K, contains a reducible element in its closure. Let

us take (A,B,C) ∈ Y Dλ−1

[Dλ] and Pn ∈ Stab(D)/K a sequence. Let us write

A =

(
a b

c d

)
B =

(
x y

z t

)
Pn =

(
αn 0

0 α−1
n

)

so we have

An := PnAP
−1
n =

(
a αnb

α−1
n c d

)
B := PnBP

−1
n =

(
x αny

α−1
n z t

)

Therefore, (An, Bn, Cn) converges to some element of DDλ−1

[Dλ] = D ×D × {Dλ−1} if an only if A and

B are simultaneous upper triangular and αn → 0 or if A and B are simultaneus lower triangular and

αn →∞.
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In this way, if DDλ−1

[Dλ] is the set of elements of Y
Dλ−1

[Dλ] whose Zariski closure of its Stab(D)/K orbit

contains some element of DDλ−1

[Dλ] = D ×D × {Dλ−1}, we have just prove that

D[Dλ]
Dλ−1 =

{((
µ1 a

0 µ−1
1

)
,

(
µ2 b

0 µ−1
2

)) ∣∣∣∣∣ (µ1, µ2, a, b) ∈ (C∗)2 × C

}

∪

{((
µ1 0

a µ−1
1

)
,

(
µ2 0

b µ−1
2

)) ∣∣∣∣∣ (µ1, µ2, a, b) ∈ (C∗)2 × C

}
∼= (C∗)4 × Z2 t (C∗)3 × Z4 t (C∗)2

Hence, we have that

e
(
DDλ−1

[Dλ]

)
= 2e (C∗)4 + 4e (C∗)3 + e (C∗)2 = (q − 1)2(2q2 − 1)

Let us denote Y
Dλ−1

[Dλ]

∗
= Y

Dλ−1

[Dλ] −D
Dλ−1

[Dλ] . Since the orbits of elements of Y
Dλ−1

[Dλ]

∗
do not contain any

reducible element in its closure, we have that the GIT quotient is just the usual quotient

Y
Dλ−1

[Dλ]

∗
� Stab(Dλ−1)/K = Y

Dλ−1

[Dλ]

∗
/(Stab(Dλ−1)/K)

so, since Stab(Dλ−1)/K ∼= C∗/Z2
∼= C∗, we obtain

e
(
Y
Dλ−1

[Dλ]

∗
� (Stab(Dλ−1)/K)

)
=

e
(
Y
Dλ−1

[Dλ]

∗)
e(Stab(Dλ−1)/K)

=
e
(
Y
Dλ−1

[Dλ]

)
− e

(
DDλ−1

[Dλ]

)
e(C∗)

= q4 + q3 + 6q2 + 5q − 1

Moreover, by the previous argument, we have that, realizing S-equivalence on DDλ−1

[Dλ] under the action

of (Stab(Dλ−1)/K), we have that the GIT quotient is

DDλ−1

[Dλ] � (Stab(Dλ−1)/K) = DDλ−1

[Dλ]

so we obtain the other piece

e
(
DDλ−1

[Dλ] � (Stab(Dλ−1)/K)
)

= e
(
DDλ−1

[Dλ]

)
= e(C∗)2 = q2 − 2q + 1

Therefore, finally, adding the two contributions, we obtain

e
(
M[Dλ],[Dλ−1 ]

)
= e

(
Y
Dλ−1

[Dλ]

∗
� (D/K)

)
+ e

(
DDλ−1

[Dλ] � (D/K)
)

= q4 + q3 + 7q2 + 3q
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4.3.4.8 Deligne-Hodge polynomial of M[Dλ],[Dλ]

This case is analogous to the previous case of section 4.3.4.7. Indeed, observe that, since Dλ =

P0Dλ−1P−1
0 with

P0 =

(
0 1

1 0

)
Hence, we have the algebraic isomorphism

Y Dλ
[Dλ] ←→ Y

Dλ−1

[Dλ]

(A,B,C) 7−→ (P0AP
−1
0 , P0BP

−1
0 , P0CP

−1
0 )

Thus, we have that

M[Dλ],[Dλ]
∼=M[Dλ],[Dλ−1 ]

so, in particular

e
(
M[Dλ],[Dλ]

)
= e

(
M[Dλ],[Dλ−1 ]

)
= q4 + q3 + 7q2 + 3q



Appendix A

Review of Complex Geometry

Kähler manifolds are a special class of complex manifolds that have particularly good analytical and

algebraic properties. The key point is that they are manifolds that compatibilize three structures,

giving a strong rigidity to the geometry.

A.1 Complex and Almost Complex Manifolds

Recall that a complex manifold M of complex dimension n is a differentiable manifold of real dimension

2n whose changes of charts are biholomorphic maps. Given any R-vector space (possibly infinite

dimensional) V , we will denote VC := V ⊗R C to its complexification. In particular, Ωk
C(M) is the

space of complexified k-forms.

Definition A.1.1. Let M2n be a differentiable manifold. A section J of End(TM) with J2 = −1

is called an almost complex structure on M . We will say that J is integrable if there exists a

complex structure on M such that, for every holomorphic chart ϕ : U ⊂M → Cn, ϕ∗ ◦ J = iϕ∗.

Remark A.1.2. In a complex manifold M , we can always define an almost complex structure in the

following way. Let (z1 = x1 + iy1, . . . , zn = xn + iyn) be holomorphic coordinates around some p ∈M .

We define J locally satisfying

J

(
∂

∂xk

)
=

∂

∂yk
J

(
∂

∂yk

)
= − ∂

∂xk

By Cauchy-Riemann ecuations, J is well-defined and, thus, it defines almost complex structure.

Given two almost complex manifold (M,J) and (M ′, J ′) and a map f : M → M ′, we say that f is

(J, J ′)-holomorphic if f∗ ◦ J = J ′ ◦ f∗. In this contex the integrability condition is equivalent to the

183



Appendix A. Complex Geometry 184

existence of a complex atlas whose charts are (J, i)-holomorphic, where i, seen as an automorphism of

Cn, is the standar almost complex structure of Cn1.

In this case, Cauchy-Riemann ecuations simply say that, if M and M ′ are complex and J , J ′ are their

almost complex structures associated, then a map is holomorphic if and only if is (J, J ′)-holomorphic.

Therefore, given an almost complex manifold (M2n, J), using the minimal polinomial of J , we see that

J is diagonalizable with eigenvalues i and −i. Let us denote T 1,0M and T 0,1M the eigenspaces of J

of eigenvalues i and −i on TCM , respectively, and we define (p, q)-forms, Ωp,q(M) as

Ωp,q(M) :=

p∧
T 1,0(M)

∗ ⊗
q∧
T 0,1(M)

∗ ⊂ Ωp+q
C (M)

However, if M is a complex manifold and J is its associated almost complex structure, we can give an

effective criterion to identify (p, q)-forms. Indeed, if in a chart (U,ϕ) we have the coordinate vector

basis ∂
∂x1

, ∂
∂y1

, . . . , ∂
∂xn

, ∂
∂yn

, then, defining

∂

∂zi
:=

∂

∂xi
+ i

∂

∂yi

∂

∂zi
:=

∂

∂xi
− i ∂

∂yi

we have that ∂
∂z1

, . . . , ∂
∂zn

, ∂
∂z1

, . . . , ∂
∂zn

is also a basis. Moreover, we have that

T 1,0(M) = 〈 ∂
∂z1

, . . . ,
∂

∂zn
〉 T 0,1(M) = 〈 ∂

∂z1
, . . . ,

∂

∂zn
〉

Now, if dz1, . . . , dzn, dz1, . . . , dzn is the dual basis2 of ∂
∂z1

, . . . , ∂
∂zn

, ∂
∂z1

, . . . , ∂
∂zn

, then we have the

explicit description

dzi = dxi + idyi dzi = dxi − idyi

Hence, given a form ω ∈ Ωk
C(M), we have that ω ∈ Ωp,q(M) if and only if, locally, ω can be written

ω|U =
∑

i1<i2...<ip
j1<j2...<jq

ai1,...,ip,j1,...,jq dzi1 ∧ . . . ∧ dzip ∧ dzj1 ∧ . . . ∧ dzjq

A.1.1 Dolbeault Cohomology

Given a differentiable manifold M and an almost complex structure J ∈ Γ(Aut(TM)), the precise

conditions to for J been integrable are given by the Newlander-Niremberg theorem, which states

that J is integrable if and only if the Nijenhuis tensor

NJ(X,Y ) = [X,Y ] + J [JX, Y ] + J [X,JY ]− [JX, JY ]

1Moreover, in an almost complex manifold (M,J), a map f : M → C (J, i)-holomorphic is called a J-holomorphic
map. Analogously, a map f : C → M (i, J)-holomorphic is called a pseudo-holomorphic curve. In general, an almost
complex manifold does not have any no constant J-holomorphic maps, but it has a lot of pseudo-holomorphic curves.

2Observe that dzi has two possible interpretations. On one hand, in the way we have just defined; and, on the other
hand, as the exterior derivative of the coordinate function zk. However, both definitions agree.
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vanish identically.

However, the vanishing of the Nijenhuis tensor is equivalent to the decomposition of the exterior

derivative, restricted to (p, q)-forms, d : Ωp,q(M)→ Ωp+q+1
C (M) into two operators d = ∂+ ∂, with ∂ :

Ωp,q(M)→ Ωp+1,q(M) and ∂ : Ωp,q(M)→ Ωp,q+1(M), known as the anti-Dolbeault and Dolbeault

operators, respectively.

Let us consider a complex manifold M , such that its exterior derivative decomposes as d = ∂ + ∂.

Since d2 = (∂ + ∂) = 0, we have

∂2 = ∂
2

= 0 ∂∂ + ∂∂ = 0

which, in particular, means that, for all p ≥ 0, the complex

Ωp,0(M)
∂→ Ωp,1(M)

∂→ · · · ∂→ Ωp,q(M)
∂→ Ωp,q+1(M)

∂→ · · ·

is a co-chain complex, since ∂
2

= 0. In this way, the Dolbeault cohomology, Hp,q(M), is precisely

the cohomology of this complex, that is

Hp,q(M) =
ker ∂ : Ωp,q(M)→ Ωp,q(M)

Im ∂ : Ωp,q−1(M)→ Ωp,q(M)

Remark A.1.3. It is very useful to understand the Dolbeault cohomology as a sheaf cohomology. Let

us consider the sheaf ΩΩΩp
M of holomorphic p-forms on M , that is, if ΩΩΩX is the canonical sheaf 3 of M ,

then ΩΩΩp
M =

∧pΩΩΩM . Equivalently, this sheaf is isomorphic to ker ∂ : Ωp,0(M)→ Ωp,1(M), that is, for

all open set U ⊂M , we have

ΩΩΩp
M (U) =

{
ω ∈ Ωp,0(U) | ∂ ω = 0

}
However, by the ∂-lemma (see, for example, [37]) given an open set U ⊂ M and ω ∈ Ωp,q(U) with

∂ ω = 0, there exists a neighbourhood V ⊂ U and η ∈ Ωp,q−1(V ) such that ∂ η = ω|V . Therefore, the

co-chain complex

ΩΩΩp
M

∂→ Ωp,0 ∂→ Ωp,1 ∂→ · · · ∂→ Ωp,q ∂→ Ωp,q+1 ∂→ · · ·

is a resolution of ΩΩΩp
M . But, now, since Ωp,q is a fine sheaf for all q ≥ 0, in particular this resolution is

acyclic and, thus, it can be used to compute the derived functors. Therefore, we have

Hq(M,ΩΩΩp
M ) = RqΓ (ΩΩΩp

M ) = Hq(Γ(Ωp,∗)) = Hq(Ωp,∗(M)) = Hp,q(M)

and, thus, Hp,q(M) = Hq(M,ΩΩΩp
M ).

3That is, the locally free sheaf associated to the canonical line bundle.
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A.2 Symplectic Manifolds

Another important structure that gives rigidity to our manifolds is the symplectic structure. The

motivation for this notion arise from the formalization and geometrization of classical mechanichs,

looking for an invariant formulation of its principles. For an introduction to the relation between

classical mechanics and symplectic geometry, see, for example, [1] or [5].

Definition A.2.1. Let M be a differentiable manifold and ω ∈ Ω2(M) a non-degenerated 2-form, i.e.,

such that ωn never vanish4. If ω is closed, then we say that (M,ω) is a symplectic manifold. A

map f : (M,ω)→ (M ′, ω′) between symplectic manifolds is called a simplectomorfism if f∗ω′ = ω.

Remark A.2.2. Since ωn is closed (because it is a top-dimensional form), it defines a cohomology class

[ωn] ∈ H2n(M). Moreover, since ω is non-degenerated, ωn never vanish and, thus,
∫
M ωn 6= 0, so

[ωn] 6= 0.

In fact, this trick can be repeated for all the even forms. Observe that, if ωk = dη for some 0 ≤ k ≤ n
y η ∈ Ω2k−1(M), then it will hold∫

M
ωn =

∫
M
d(η ∧ ωn−k) =

∫
∂M

η ∧ ωn−k = 0

Thus, 0 6= [ωk] ∈ Ω2k(M), which in particular means that the even Betti numbers of a symplectic

manifold never vanish.

A very important property of symplectic manifolds is that, locally, they are all equal, justifying the

name symplectic topology instead of symplectic geometry. The proof can be found in [5].

Proposition A.2.3 (Darboux). Given a symplectic manifold (M2n, ω) and p ∈ M , there exists a

neighbourhood of p, U ⊂M , such that

ω|U =
n∑
k=1

dpk ∧ dqk

In particular, every symplectic manifolds of the same dimension are, locally, simplectoisomorphic.

Example A.2.4. The most important example of symplectic manifold, at least for classical me-

chanichs, is the cotangent bundle. Indeed, let Q be a differentiable manifold (which, in this context, is

usually called the configuration space) and let M = T ∗Q its cotangent bundle (which, in this context,

is usually called the phase space).

In order to become M a symplectic manifold, let us define the 1-form ν ∈ Ω1(M), known as the

Liouville form or canonical form. Given a point (q, ηq) ∈ M = T ∗ Q, let us consider a vector

4Equivalently, the map TpM → T ∗pM given by X 7→ ω(X, ·) is an isomorphism for all p ∈M . If ω is non-degenerated,
then M must be even-dimensional.
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X ∈ Tq,ηqM . Then, we define ν(q,ηq)(X) as the result of applying ηq t X, once taken to TqQ. Explicitly,

if π : M = T ∗Q→ Q is the bundle projection, then we define

ν(q,ηq)(X) = ηq((π∗)(q,ηq)X)

because, recall that (π∗)(q,ηq) : T(q,ηq)M → TqQ. From this construction, let us consider the 2-form

ω = dν ∈ Ω2(M). Observe that ω es trivially closed.

In order to check that ω is non-degenerated, let us write it down in coordinates. If we take coordinates

(q1, . . . , qn, p1, . . . , pn) on M , where qk are coordinates in Q (the positions) and pk are coordinates in

T ∗qQ (the momentum), then, we have

ν(q,p)

(
∂

∂qk

)
= p

(
∂

∂qk

)
= pi ν(q,p)

(
∂

∂pk

)
= p (0) = 0

and, thus

ν(q,p) =

n∑
k=1

pk dqk ω = dν =
∑

dpk ∧ dqk

In consecuence, ω is non-degenerated and, thus, (T ∗Q,ω) is a symplectic manifold.

A.3 Kähler Manifolds

Once defined almost complex structures and symplectic structures, joining them to a riemannian

metric, we can obtain the Kähler manifolds, one of the most important categories in complex geometry.

Roughly speaking, a Kähler manifold is a differentiable manifold, that is also, at the same time,

complex, symplectic and riemannian, in the way that the three structures are compatibles. This

conditions give to Kähler manifolds a strong rigidity that is crucial for complex geometry.

Definition A.3.1. A complex, riemannian and symplecit manifold, (M, g, J, ω) is called a Kähler

manifold if J is a linear symplectomorphism (i.e. J∗ω = ω) and

g(·, ·) = ω(·, J ·)

In this case, the symplectic form ω is usually called the Kähler form.

Remark A.3.2. Since ω is J-invariante, in a Kähler manifold, it is also the riemannian metric g.

Moreover, defining

h(X,Y ) := g(X,Y ) + iω(X,Y )

we have that h is and hermitian metric in TCM , called the Kähler metic.

Remark A.3.3. Using the relations between metrics, anti-symmetric mappings and almost complex

structures (which is called the rule two of three), we can derive different versions of this definition.
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One of the most common in the literature is to say that a Kähler manifold is an almost complex

riemannian manifold (M, g, J) such that J is integrable, g is J-invariant and ω := g(J ·, ·) is closed.

Using this characterization, we obtain that every complex submanifold of a Kähler manifold is Kähler.

Indeed, if i : N ↪→M is a complex submanifold of a Kähler manifold (M, gM ), then i∗gM is a rieman-

nian metric in N such that ωN := i∗gM (J ·, ·) is cerrada, since dωN = di∗gM (J ·, ·) = i∗dgM (J ·, ·) = 0,

so, N is Kähler.

Remark A.3.4. Since M is complex and ω ∈ Ω2
C(M) = Ω2,0(M) ⊕ Ω1,1(M) ⊕ Ω0,2(M) is a 2-form,

locally it has the form

ω =
∑
i<j

ai,jdzi ∧ dzj +
∑
i<j

bi,jdzi ∧ dzj +
∑
i<j

ci,jdzi ∧ dzj

Now, since J is an almost complex structure, we have that dzk ◦ J = idzk y dzk ◦ J = −idzk for

k = 1, . . . , n. Therefore, since J∗ω = ω we have

ω = J∗ω =
∑
i<j

i2ai,jdzi ∧ dzj +
∑
i<j

i(−i)bi,jdzi ∧ dzj +
∑
i<j

(−i)2ci,jdzi ∧ dzj

so ai,j = ci,j = 0. In consecuence, ω ∈ Ω1,1(M). In particular, taking hi,j := −2ibi,j , locally we have

ω =
i

2

∑
i<j

hi,jdzi ∧ dzj

with H = (hi,j)
n
i,j=1 an hermitian matrix. Using that ω is non-degenerated, we have that H is

invertible; and, since g is positive defined, H is positive defined, so H defines an hermitian form.

Playing with the symmetries of this structures, we see that H is, in fact, the matrix of the hermitian

metric h defined on A.3.2.

One of the most important properties of Kähler metric is that they are euclidean up to order 2, which

endows the manifold with a great rigidity and, as we will see, allow us to analyze the operator algebra

defined on it.

Theorem A.3.5. Let M be a Kähler manifold and let h be its Kähler metric. For all p ∈ M there

exists holomorphic coordinates in a neighbourhood of p, (U,ϕ) such that ϕ(p) = 0 and, if H(z) is the

matrix of hϕ−1(z) in the coordinate basis, we have that

H(z) = I2n +O(‖z‖2)

It is said that, the metric h oscules to order 2.

Remark A.3.6. Using that the exterior derivative only requires one derivative, we obtain that the

reciprocal also holds, that is, if M is a complex manifold and h is and hermitian metric, then h oscules

to order 2 for each p ∈M if and only if M is Kähler.
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Example A.3.7 (Complex space). The standard hermitian metric of Cn oscules, trivially, to order

2 in each point and, thus, Cn is a Kähler manifold. Moreover, given a lattice Γ ∈ Cn, the complex

n-torus Cn/Γ is a Kähler manifold, by passing to the quotient the hermitian metric of Cn, which is

trivially Γ-invariant.

Example A.3.8 (Projective space). PnC is a Kähler manifold with the known Fubini-Study metric,

whose Kähler form is, locally

ωz =
i

2
∂∂ log (‖z‖2 + 1)

in particular, every projective complex manifold, or smooth complex variety is Kähler.

Example A.3.9 (Riemann surface). Let us take a compact oriented Riemann surface X. Let us

endow X with any riemannian metric g and, given v ∈ TxX not null, we define Jv as the unique

vector such that
{

v
‖v‖ ,

Jv
‖v‖

}
is a positive oriented orthonormal basis. Since J is an integrable almost

complex structure and ω(·, ·) := g(J ·, ·) is a closed non-degenerated 2-form, with this structure X

becomes a Kähler manifold.

A.4 A Panoramic View of GAGA

Complex geometry is strongly related with algebra, since the rigidity of holomorphicity is so strong

that forces complex manifolds to behave as algebraic objects. For illustrating this idea, recall that,

since every holomorphic function is analytic, it is, roughly speaking, an infinite complex polynomial.

In this sence, holomorphic functions (or even meromorphic ones) behaves as complex polynomials, as

in the case of Liouville’s theorem, the identity principle of analytic continuation or Picard’s theorem.

Therefore, if we had some sort of finiteness property, as nÃ¶etherianity or compactness, we could even

assert that meromorphic functions are, in fact, simply quotients of complex polynomials. In this case,

complex manifolds would be indistinguishable of algebraic varieties.

A very precise way of make this ideas possible is via a theory that links algebraic geometry and analytic

geometry, named GAGA theory (from the french Géométrie Algébrique et Géométrie Analytique a

fundational article by Serre [66]). Here, we are going to discuss two of the mains theorems of this

theory named Chow’s theorem of algebraicity and Kodaira’s embedding theorem.

A.4.1 Analytic spaces and Chow’s theorem

We are going to work, exclusively, in the complex framework, so, for all the algebraic definitions, we

are going to suppose that the base field is C. The affine n-dimensional space over C will be denoted

by An, while the complex projective n-space will be denoted Pn. Recall that an affine variety X ⊆ An

is a subset of Cn that is closed in the Zariski topology of Ån, that is, is the common zeros of a (finite)

set of polynomial in C[x1, . . . , xn]. A quasi-affine variety is a open set (in the Zariski topology) of an

affine variety.
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Analogously, a projective variety X ⊆ Pn is a subset of Pn that is closed in the Zariski topology of

Pn, that is, is the common zeros of a (finite) set of homogeneous polynomial in C[x0, x1, . . . , xn]. A

quasi-projective variety is a open set (in the Zariski topology) of an affine variety. A variety, without

any adjetive, will denote any affine, quasi-affine, projective and quasi-projective variety.

Copying this basic definitions of algebraic geometry, we can work with the usual analytic topology

of Cn and define analytic spaces. For the following, OCn and OPn will denote the sheaf of rings of

holomorphic functions in Cn and Pn, respectively

Definition A.4.1. Let U ⊆ Cn be an open set (in the analytic topology). A subset S ⊆ U is called

a analytic subset of U if S is the zero locus of holomorphic functions in U , i.e., if there exists

f1, . . . , fm ∈ OCn(U) such that

S = {x ∈ U | f1(x) = . . . = fm(x) = 0}

Definition A.4.2. Let U ⊆ Cn be an open set. A subset Z ⊂ U is called a analytic affine variety

if, for all p ∈ U , there exists a neighbourhood V ⊆ U of p such that Z ∩ V is an analytic subset.

In this case, we define the sheaf of ideals IZ given by IZ(V ) := {f ∈ OCn(V ) | f ≡ 0 in Z}. In this

way, any analytic variety Z can be endowed with a sheaf, known as the structure analytic sheaf,

OZ , via

OZ = i−1

(
OCn |U
IZ

)
where i : Z ↪→ U is the inclusion. With this sheaf of rings, it can be shown that (Z,OZ) is a ringed

space.

Moreover, if Z ′ ⊆ Z, we will say that Z ′ is an analytic affine subvariety of Z if, for every z ∈ Z
there exists a neighbourhood V of z such that Z ′ ∩ V is an analytic subspace.

Remark A.4.3. In a first sight, this definitions could result a little baffling and look similar. However,

as an example of the differences, observe that the analytic subsets S ⊆ U are necessarilly closed in U

with the subspace analytic topology of U but the analytic varieties do not have to, as shown in the

following example.

Example A.4.4. Let us consider the polydisc Dε = {x ∈ Cn | |xi| < εi} where ε = (ε1, . . . , εn) ∈
(0,∞)n. Note that Dε is not an analytic subset of Cn as it cannot be the zero locus of a finite set

of holomorphic functions (since it is open). However, Dε is an analytic subset of itself, becoming an

analytic variety.

Example A.4.5. With the same argument, every open set of Cn is an analytic affine variety.

Remark A.4.6. A easy way of understanding this definition is by recursion. First of all, we decreet

that the open sets of Cn are affine analytic varieties. The subsets Z ′ ⊆ Z of an affine analytic variety

that are, localy, analytic subsets are analytic affine subvarieties of Z. An analytic affine variety is a

analytic affine subvariety of Cn.
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Definition A.4.7. A locally ringed space (X,OX) is called an analytic space or analytic variety

if, for all x ∈ X there exists an open set U ⊆ X, an analytic affine variety (Z,OZ) and an isomorphism

of locally ringed spaces5

(ϕ,ϕ]) : (U,OX |U )→ (Z,OZ)

Moreover, given two analytic spaces (X,OX), (Y,OY ) with Y ⊆ X, we say that Y is an analytic

subvariety of X if, for all x ∈ X, there exists a chart ϕ : U → Z ⊆ Cn, such that ϕ(Y ∩ U,OY |Y ∩U )

is an analytic affine subvariety of Z.

Example A.4.8. Since the open set of Cn are analytic affine varieties, we have that the complex

manifolds are analytic spaces. Furthermore, if M is a complex manifold such that there exists an

analytic embedding M ↪→ PN for some N > 0, then M is an analytic subvariety of PN .

Remark A.4.9. Recall that, ifM is a compact complex manifold, we cannot have an analytic embedding

f : M ↪→ CN for any N > 0. Indeed, taking the projection over any axis of CN fi = πi ◦ f : M ↪→
CN → C for i = 1, . . . , N , by the maximum principle, fi must be constant. Hence, f must be constant,

contradicting that f is an embedding.

The definition of smoothness in analytic space is exactly the same that the one for algebraic schemes

(or varieties).

Definition A.4.10. Let (X,OX) be an analytic space and let x ∈ X. We will say that X is smooth

in x if OXx is a regular ring, that is, if dimmx/m
2
x = dimOXx where mx is the unique maximal ideal

of OXx. X is smooth if it is smooth in each of its points.

One of the main theorems of analytic spaces, that allows us to catch a glimpse of the interplay between

complex geometry and algebraic geometry is the following theorem, whose proof can be found in [64].

Theorem A.4.11 (Chow). Every closed analytic subvariety of PnC is an algebraic set.

Remark A.4.12. Due to this theorem, an analytic subvariety of PnC is called a analytic projective

variety.

Moreover, this theorem can easyly be extended to the case of morphisims remembering the following

characterization of a regular map.

Proposition A.4.13. Given two algebraic varieties X e Y , a map f : X → Y is regular if and only

if its graph Γ(f) ⊂ X × Y is a closed algebraic subvariety of X × Y . Analogously, a map f : X → Y

between analytic spaces is analytic if and only if its graph Γ(f) ⊂ X × Y is a closed analytic suvariety

of X × Y .

Corollary A.4.14. Given two closed projective analytic varieties, X ⊆ PnC and Y ⊆ PmC , every

analytic map f : X → Y is regular (i.e. algebraic).

5Recall that a morphism of locally ringed spaces (ϕ,ϕ]) : (X,OX) → (Y,OY ) is a continous map f : X → Y with a
morphism of sheaves ϕ] : OY → ϕ∗OX such that, for any x ∈ X, the induced map in stalks ϕ]x : OY f(x) → OXx is a
homomorphism of local rings, i.e., the inverse image of the maximal ideal of OXx is the maximal ideal of OY f(x).
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A.4.2 Kodaira’s embedding theorem

Let M be a complex compact manifold and let Z the constant sheaf Z and C the constant sheaf

C over it. Using the sheaf morphism ϕ : Z → C we have induced a homomorphism on homology

ϕ∗ : H∗(M,Z) → H∗(M,C).6 In this way, the homology class of some ω ∈ Ω∗C(X) is said to be

integral if [ω] ∈ Im ϕ∗.

Remark A.4.15. Using the de Rham pairing, it can be shown that ω ∈ Ωk
C(X) is integral if and only if∫

[Y ]
ω ∈ Z

for all [Y ] ∈ Hk(X,Z), the homology class of a k-cycle in X.

Definition A.4.16. Let M be a compact complex manifold. M is called a Hodge manifold if there

exists a Kähler structure on M such that its Kähler form is integral. In that case, such Kähler form

is called Hodge form.

Example A.4.17. In a Riemann surface, every almost-complex structure is integrable and every 2-

form is close, so every Riemann surface X is a Kähler manifold. If ω ∈ Ω2(X) is a Kähler form, then,

redefining ω̃ = 1∫
X ω

ω we have that ω̃ induces a Kähler structure on X and

∫
X
ω̃ = 1

so ω integral. Therefore, every Riemann surface is a Hodge manifold.

The main issue of Hodge manifolds is the closeness of this property with the ability of being analytically

embedded on PN for N large enough.

Definition A.4.18. Let M be a compact complex manifold. M is called an analytic projective

manifold if there exists a holomorphic embedding M ↪→ PN for some N large enough.

Example A.4.19. Let ω ∈ Ω2(M) be the Kähler form of Pn for the Fubini-Studi metric. It can be

shown (see [76]) that ω is the Chern class of some line bundle over Pn, called the universal bundle. With

this, we obtain that ω is integral, so Pn is a Hodge manifold. Moreover, for any analitic submanifold

M ⊆ Pn, restrinctring the Fubini-Studi metric, we can induce a Kähler structure on M whose Kähler

form is integral. Therefore, every analytic projective submanifold is a Hodge manifold.

With this example, we have obtain that every analytic projective manifold is a Hodge manifold. The

following theorem, whose proof can be found, for example, in [76], states the converse statement.

6Strictly speaking, we have an induced homomorphism on homology of sheaves ϕ∗ : H∗(M,Z)→ H∗(M,C). However,
in a complex manifold, the sheaf Ω∗C is a fine sheaf so C → Ω∗C is an acyclic resolution. Hence, by the de Rham-Weil
theorem, this resolution computes the sheaf cohomology of C, so H∗(M,C) ∼= H∗(Ω∗C)(M) ∼= H∗dR(M,C). Analogous
considerations are valid with the sheaf of cochains C∗, which is a soft sheaf, in order to relate H∗(M,Z) with H∗(M,Z).
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Theorem A.4.20 (Kodaira Embedding Theorem). Let M be a compact complex manifold. Then, M

is an analytic projective manifold if and only if M is a Hodge manifold.

By example A.4.8, we have that every analytic projective manifold is an analytic projective variety.

Hence, using Chow’s theorem, we have

Corollary A.4.21. Every Hodge manifold is a projective algebraic variety.

Moreover, since, by example A.4.17 every Riemann surface is a Hodge manifold, we have

Corollary A.4.22. Every Riemann surface is a projective algebraic variety.



Appendix B

Hodge Decomposition Theorem

B.1 Metrics on Differential Forms

First of all, let’s discuss simply the case of a vector space, in a purely linear algebra setting. Let’s

consider a euclidean vector space V , finite dimensional, with inner product 〈·, ·〉V : V × V → R. From

this product, we can induce, naturally, another one in
∧k V , the spaces of k-alterned vectors, by

〈v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk〉∧k V = det 〈vi, wj〉V

Thus, using this construction, the space
∧k V becomes, naturally, an euclidean space.

Furthermore, using again the inner product, we clearly have an isomorphism1 between V and V ∗ given

by

·[ : V −→ V ∗

v 7−→ 〈v, ·〉V

and its inverse is usually denoted ·] := (·[)−1 Therefore, using this isomorphism, we can define,

naturally, a inner product in V ∗ by

〈ω, η〉V ∗ = 〈ω], η]〉V

Hence, putting all together, a inner product in a finite dimensional vector space V induces, in a natural

way, a inner product in its space of k-forms, that is

〈ω1 ∧ · · · ∧ ωk, η1 ∧ · · · ∧ ηk〉∧k V ∗ = det 〈ω]i , η
]
j〉V

Remark B.1.1. It is a simple computation to note that this inner product is characterized by the

property that, if e1, . . . , en forms an ortonormal base of V , then
{
e∗i1 ∧ · · · ∧ e

∗
ik

}
forms an ortonormal

base of
∧k V ∗, where e∗k = φ(ek).

1 However, this easy result becomes harder in the Hilbert spaces setting (it is known as the Riesz lemma) and, in fact,
is no longer true for Banach spaces in general.

194
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Now, we can make this definitions global and extend them for riemannian manifolds. Let M be a

riemannian manifold with metric g, then, doing this operations fiberwise on T ∗M , we create an inner

product on Ωk(M) given by

gkp
(
ω1p ∧ · · · ∧ ωkp, η1p ∧ · · · ∧ ηkp

)
= det gp

(
φ−1
p ωip, φ

−1
p ηjp

)
Remark B.1.2. An extremely dark (but exact) way of defining what we have just described is to

say that gk is a section of the subbundle of the bilinear, symmetric and positive definite forms on∧k T ∗M ⊗R
∧k T ∗M .

Remark B.1.3. For the same reason that remark B.1.1, if ω1p, . . . , ωnp is a ortonormal basis of T ∗pM ,

with respect to the product on 1-forms, then ωi1p ∧ · · · ∧ ωikp is an orthogonal basis of Ωk
p(M) for all

p ∈M .

B.1.1 The L2 Product

Let (M, g) be a compact riemannian manifold of dimension n, from whose riemannian metric we have

an induced inner product gk on Ωk(M) for all k ≥ 0. Suppose that M is orientable, with volume

form2, Ω.

As a real vector space, Ωk is an infinite dimensional vector space, on which we can define an inner

product.

Definition B.1.4. Let Ωk(M) be the space of k-differential forms on M . Then, we can define an

inner product on Ωk(M) writen 〈·, ·〉L2 , known as the L2 metric on Ωk(M), given by

〈ω, η〉L2 =

∫
M

gk(ω, η) Ω

Proposition B.1.5. The L2 metric is an inner product on Ω∗(M).

Proof. The bilineality, symmetry and positivity are obvious from the fact that gk is a inner product.

For showing that this metric is positive defined, suppose that ω ∈ Ω∗(M) satisfies 〈ω, ω〉L2 = 0, so∫
M

gk(ω, ω) Ω = 0.

However, cause Ω is always not null, this integral is null if and only if gkp(ωp, ωp) = 0 for almost every

p ∈M . Nevertheless, cause gkp(ωp, ωp) is continous in p, it is almost everywhere null if and only if it is

everywhere null. But, again using that gkp is an inner product for all p, gkp(ωp, ωp) = 0 for all p if and

only if ω = 0, as we wanted to show. �

2For those who don’t remember what is that, or who have never seen it before, the volume form Ω is the unique
never-null n-form such that Ωp(e1, . . . , en) = 1 for every e1, . . . , en ortonormal base of TpM positive oriented. It can be
constructed form a rescaling from the never-null n-form that defines the orientation of M .
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Remark B.1.6. The space Ωk(M) is not complete with the topology induced by the L2 metric3, so it

has the structure of a pre-Hilbert space.

Remark B.1.7. The L2 product can be extended to the graded ring Ω∗(M) =
n⊕
k=0

Ωk(M), by stating

that two forms of different degree are always orthogonal.

Example B.1.8. Let’s compute the L2 product of two differentiable functions f, h ∈ C∞(M) =

Ω0(M). By definition, we have

〈f, h〉L2 =

∫
M
g0(f, h) Ω =

∫
M
fhΩ =

∫
M
fh dg

where dg is the measure asociated to the volume form Ω determined by the riemannian metric g.

Hence, using this measure, the L2 product on functions coincides with the classical L2 product used

in analysis.

The L2 metric admites a cleaner expresion in terms of an operator between forms known as the Hodge

star operator.

B.1.2 The Hodge Star Operator

The Hodge Star operator is a linear operator over the space of differential forms that highlights the

duality between the high and low degree forms. First of all, observe that for all p ∈M

dimR Ωk
p(M) =

(
n

k

)
=

n!

k!(n− k)!
=

(
n

n− k

)
= dimR Ωn−k

p (M)

And, hence, Ωk
p(M) y Ωn−k

p (M) are isomorphic. However, as always in that cases, those isomorphism

are not canonical, they are defined ad hoc using basis arbitrary chosen, so the cannot be fitted together

to form a global operator on the manifold.

Nevertheless, the choosing of the riemannian metric allows us to make this isomorphism canonical. Let

(M, g) be a riemannian manifold of dimension n, with volume form Ω ∈ Ωn(M). Given vector bundles

E,F , let Hom(E,F ) be the bundle of linear transformations between them, that is Hom(E,F ) =

E∗ ⊗ F . Then, we can define the linear applications

φ1 : Ωk(M) → Hom(Ωk(M),Ωn(M))

ω 7→ gk (·, ω) Ω

φ2 : Ωn−k(M) → Hom(Ωk(M),Ωn(M))

ω 7→ · ∧ ω

It easy to see that both are isomorphisms, so we have an isomorphism φ−1
2 ◦ φ1 : Ωk

p(M)→ Ωn−k
p (M),

known as the Hodge Star operator.

3For example, has we shall see, this metric is, over Ω0(M), the usual L2 product, which is not complete.
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Definition B.1.9. Let (M, g) be a compact oriented riemannian manifold of dimension n, with

volume form Ω. Then, given ω ∈ Ωk
p(M), we define the Hodge Star of ω, denoted by ?ω, as the

unique (n− k)-form such that

gk(η, ω) Ω = η ∧ ?ω

for all η ∈ Ωk(M).

Remark B.1.10. As we promised, using the Hodge Star operator, the L2 metric has the simpler

apparience of

〈η, ω〉L2 =

∫
M

η ∧ ?ω

However, the previous definition of the Hodge Star is unuseful for effective computing, so we need the

next proposition, whose proof can be found in 3.1.2.

Proposition B.1.11 (Computation of the Hodge Star Operator). Let (M, g) be a compact oriented

riemannian manifold of dimension n and let p ∈M . Let ω1, . . . , ωn be a positively oriented orthonormal

base of T ∗pM with respect to the induced inner product on 1-forms. Then, over k-forms, the Hodge

Star operator can be computed as

? (ωi1 ∧ · · · ∧ ωik) = sign(σ) · ωj1 ∧ · · · ∧ ωjn−k

where σ =

(
1 2 · · · k k + 1 k + 2 · · · n

i1 i2 · · · ik j1 j2 · · · jn−k

)
is a permutation of {1, . . . , n}.

Remark B.1.12. From this characterization for the Hodge Star, is very simply to observe that ?−1 =

(−1)k(n−k)?, so ?? = (−1)k(n−k).

B.2 The Laplace-Beltrami Operator

The laplacian operator is one of the most important linear operators in functional analysis. Indeed,

its kernel, known as the harmonic functions, has very rigid properties, related with the properties of

the complex functions.

In this sense, it is logical that there exists a generalization of this operator to the context of differential

manifolds. This is, in fact, the Laplace-Beltrami operator, one of the most important operators in

differantial and complex geometry and the begining of a vaste and rich theory known as Hodge Theory.

Unfortunately, the generalization is not obvious, and requieres the concept of adjoint operator.

B.2.1 Adjointness and self-adjointness

First of all, we will begin with the simplest case of an adjoint operator, which, as we will see, its

insufficient for out purposes.
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Definition B.2.1. Let X,Y be (real or complex) Banach spaces, S ⊂ X a linear subspace and let

T : S → Y be a linear operator. We will say that T is bounded over S if

‖T‖ := sup
ω∈S

‖T (ω)‖Y
‖ω‖X

<∞

Moreover, if S = X, then we will simply say that T is bounded.

Remark B.2.2. It is an standard fact that T is bounded if and only if T is continous (See, for example

[63]).

A very important property of the bounded operators is that they can be extended, with continuity

and in an unique way, to the clausure of its domain.

Theorem B.2.3 (Extension theorem). Let X,Y be Banach spaces and S ⊂ X a linear dense subspace.

If T : S → Y is bounded over S, then there exists an unique bounded extension T̃ : X → Y .

Proof. Let x ∈ X, since S is dense in X, there exists a sequence {xn}∞n=1 ⊂ S such that xn → x.

Then, we define T̃ (x) = lim
n→∞

T (xn).

For showing that T̃ is well defined, suppose that {yn}∞n=1 ⊂ S is another sequence converging to x.

Then, cause T is bounded over S, we have

‖T (xn)− T (yn)‖ = ‖T (xn − yn)‖ ≤ ‖T‖‖xn − yn‖
n→∞→ 0

so lim
n→∞

T (xn) = lim
n→∞

T (yn) and T̃ is well defined. The uniqueness follows from the fact that any

continous map is uniquely defined by its image on a dense subset. �

In this setting of bounded operators, the notion of adjointness can be easily defined.

Definition B.2.4. Let H be a (separable, real or complex) Hilbert space, and let T : H → H be a

bounded operator. If there exists a bounded operator T ∗ : H → H such that, for all ω, η ∈ H

〈η, T (ω)〉 = 〈T ∗(η), ω〉

we will say that T ∗ is the adjoint operator of T . Moreover, if T = T ∗, we will say that T is

self-adjoint.

Example B.2.5 (Fourier Transform). Let S(Rn) ⊂ L2(Rn) be the Schwartz class, i.e., the class of

rapidly decreasing functions, in the sense that

S(Rn) = {f ∈ C∞(Rn) | ‖f‖α,β <∞ ∀α, β ∈ Nn}

where ‖f‖α,β are the semi-norms ‖f‖α,β = ‖xα∂βf‖∞ for each multiindices α, β ∈ Nn.
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Its easy to check that the Fourier Transform is well defined over the Schwartz class and map it to

itself, F : S(Rn) → S(Rn). Furthermore, the Fourier Transform is an isometry in the L2 norm (i.e.

‖F‖ = 1) by the Plancherel theorem.

Moreover, cause S(Rn) is dense in L2(Rn), by the extension theorem B.2.3, there exists an unique

extension F : L2(Rn)→ L2(Rn). However, by the Parseval formula, we have

〈f̂ , g〉2 =

∫
Rn
f̂g dµ =

∫
Rn
fĝ dµ = 〈f, ĝ〉2

for all f, g ∈ L2(Rn), so the Fourier Transform F : L2(Rn) → L2(Rn) is a self-adjoint operator over

L2(Rn). For proofs for these claims, see, for example, [23].

However, the life is not so easy and many of the important operators are not bounded. One of the

most important examples, taken from physics, is the position operator.

Example B.2.6 (Position operator). Let x be the operator multiply by x, i.e., (xf)(x) := xf(x) (this

operator is known, in quantum mechanics, as the position operator). First of all, note that x is well

defined, in the L2 norm, over the subset

S =

{
f ∈ L2(R) |

∫ ∞
−∞

x2f2 <∞
}

so we can define x : S → L2(R).

However, x is not a bounded operator. For this end, let’s define fε(x) = 1
x1+εχ[1,∞) and observe that

fε ∈ S for ε > 1
2 . Then, by simple computation, we have that

‖fε‖2 =

∫ ∞
1

1

x2+2ε
=

1

1 + 2ε
‖xfε‖2 =

∫ ∞
1

1

x2ε
=

1

2ε− 1

Hence ‖xfε‖2‖fε‖2 = 1+2ε
2ε−1

ε→1/2−→ ∞, and x is not bounded.

Very related with this position operator is the derivation operator, that is central for our purposes.

Example B.2.7 (Derivation). Let’s take the derivation operator ∂ that can be defined, for example,

in the Schwartz class, S(R), so that ∂ : S(R)→ S(R) is given by ∂f(x) = f ′(x).

Let’s define de momentum operator p = 1
2πi∂ (once again, this name comes from quantum mechanics).

Note that ∂ is bounded in L2(R) if and only if p in bounded in L2(R) and, since the Fourier Transform

is an bounded automorphism, this is bounded if and only if F ◦ p is bounded. However, for f ∈ S(R),

by the properties of the Fourier Transform, we have

(F ◦ p)(f)(ξ) =
1

2πi
∂̂f(ξ) = ξ f(ξ)

so F ◦ p = x over S(R), that is not a bounded operator. Therefore, ∂ is not a bounded operator.
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For this reason it is necessary to improve our previous definition in order to consider the case of

unbounded operators.

Let H be a Hilbert space and let T be a linear operator over H. As we have just see, if T is not

bounded, it can be defined over a proper subset of H and it may not admit any extension to H. So,

let D(T ) be it domain of definition, that we will suppose that is a linear subspace of H, dense in H

(in other case, restrict H to D(T )), so that T : D(T )→ H.

Definition B.2.8. Given a densily defined linear operator T : D(T )→ H, we define the domain of

the formal adjoint operator of T as

D(T ∗) = {η ∈ H | ∃η̃ ∈ H ∀ω ∈ D(T ) : 〈η, T (ω)〉 = 〈η̃, ω〉}

and we will define the formal adjoint operator T ∗ : D(T ∗)→ H by T ∗(η) = η̃.

Remark B.2.9. The adjoint operator is well defined because D(T ) is dense in H.

Remark B.2.10. Decoding the language, we have that Ker T ∗ = Im T⊥. In particular, Ker T ∗ is

closed.

In general, D(T ∗) is not dense, (or even not null!) so there is no obvious relation between D(T ) and

D(T ∗). However, a very important class of operators has this two linear subspaces coincident.

Definition B.2.11. A linear operator T : D(T )→ H is called symmetric if, for all ω, η ∈ D(T )

〈η, T (ω)〉 = 〈T (η), ω〉

Moreover, a linear operator T : D(T )→ H is called self-adjoint if T is symmetric and D(T ) = D(T ∗).

Remark B.2.12. For any symmetric operator, we have that D(T ) ⊂ D(T ∗). The property of being

self-adjoint requieres that the contention becomes an equality.

A very important property of the self-adjoint operators is that they cannot be extended.

Proposition B.2.13. A self-adjoint operator is maximaly defined, in the sense that it does not admit

any symmetric extension.

Proof. Observe that, in general if T,R are two linear operators such that D(T ) ⊂ D(R), then D(R∗) ⊂
D(T ∗). Hence, if T is a self-adjoint operator and T̃ is any symmetric extension, then we have

D(T ) ⊂ D(T̃ ) ⊂ D(T̃ ∗) ⊂ D(T ∗) = D(T )

Hence, every contention is an equality and D(T̃ ) = D(T ). �
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Example B.2.14 (Multiplication operator). Suppose that A : Rn → C is a measurable function.

Let’s consider the set D(A) =
{
f ∈ L2(Rn) |A(·)f(·) ∈ L2(Rn)

}
, we can define the multiplication by

A operator, given, for f ∈ D(A) by

Af(x) = A(x)f(x)

It is easy to see that D(A) is dense subset of L2(Rn), so A is a densely defined linear operator.

Let’s compute the adjoint of A, A∗. First of all, observe that D(A) ⊂ D(A∗), because, for every

f, g ∈ D(A), we have

〈g,Af〉L2(Rn) =

∫
Rn

g(x)
(
A(x)f(x)

)
dx =

∫
Rn

(
A(x)g(x)

)
f(x) dx = 〈Ag, f〉L2(Rn)

where z denote the conjugate of z ∈ C. Hence, we have found that D(A) ⊂ D(A∗) and, furthermore,

A∗ = A on D(A).

In fact, D(A∗) = D(A) but, for showing this, we need to recompute. Suppose that g ∈ D(A∗), then

there exists g̃ ∈ L2(Rn) such that, for all f ∈ D(A) we have

〈g,Af〉L2(Rn) =

∫
Rn

g(x)
(
A(x)f(x)

)
dx =

∫
Rn

g̃(x)f(x) dx = 〈g̃, f〉L2(Rn)

so we have, for all f ∈ D(A),

0 =

∫
Rn

(
A(x)g(x)− g̃(x)

)
f(x) dx = 〈Ag, f〉L2(Rn)

Therefore, since D(A) is dense in L2(Rn), then it should be A(x)g(x) = g̃(x). Hence, D(A) = D(A∗)

and A∗ = A. In particular, if A is real (i.e., Im(A) = A), then A is self-adjoint. For example, the

position operator, as defined above, is self-adjoint.

B.2.2 Hodge Decomposition Theorem

Now, we will apply this theory of adjoints operators to the most important operator in differential

geometry.

Definition B.2.15. Let M be a differentiable manifold and let Ω∗(M) be the space of differential

forms. The exterior differential is the unique linear operator d : Ω∗(M)→ Ω∗+1(M) such that

• df(X) = X(f) for all f ∈ C∞(M) = Ω0(M) and X ∈ TpM for p ∈M .

• d(ω ∧ η) = dω ∧ η + (−1)degωω ∧ dη

Remark B.2.16. Remember, from the basic courses of differential geometry, that, if in a local chart, a

k-form ω ∈ Ωk(M) is given by ω =
∑

i1<i2<...<ik

ai1...ik dxi1 ∧dxi2 ∧· · ·∧dxik then its exterior differential
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is given by

dω =
∑

i1<i2<...<ik

n∑
j=1

∂ai1...ik
∂xj

dxj ∧ dxi1 ∧ dxi2 ∧ · · · ∧ dxik

Its easy to see that d : Ω∗(M)→ Ω∗(M) is not a bounded operator, because it is very related with the

derivation operator which, as we saw above, it is not bounded. However, using the Hodge star operator,

we can define a formal adjoint operator over its domain of definition in a riemannian manifold. The

proof can be found in 3.1.6.

Proposition B.2.17. Let d : Ωk(M)→ Ωk+1(M) be the exterior differential over a compact oriented

riemannian manifold (M, g). Then, the linear operator d∗ : Ωk+1(M)→ Ωk(M) given by

d∗ = (−1)n(k+1)+1 ? d?

is the formal adjoint of d over Ω∗(M) with respect to the L2 inner product.

Definition B.2.18. Let (M, g) be a compact oriented riemannian manifold with exterior differential

d : Ω∗(M)→ Ω∗+1(M), whose formal adjoint operator, with respect to the L2 norm, is d∗ : Ω∗(M)→
Ω∗−1(M). The Laplace-Beltrami operator, ∆ : Ωk(M)→ Ωk(M), is given by

∆ = d d∗ + d∗ d

Moreover, a differential form ω ∈ Ω∗(M) is said harmonic if ∆ω = 0.

As we saw in 3.1.2 the Laplace-Beltrami operator has the following properties.

Proposition B.2.19. Let (M, g) be and differentiable compact oriented riemannian manifold and let

∆ : Ω∗(M)→ Ω∗(M) be the Laplace-Beltrami operator.

• ∆ is symmetric with respect to the L2 product, that is

〈∆ω, η〉L2 = 〈ω,∆η〉L2

for all ω, η ∈ Ω∗(M).

• A differential form ω ∈ Ω∗(M) is harmonic if and only if dω = 0 and d∗ω = 0.

The most important result in the Hodge Theory is the theorem known as the Hodge Decomposition,

that allows us to have a better understanding of the space of differentiable forms. As we saw in 3.1.3,

this insight becomes very useful for topological and geometric considerations.

Theorem B.2.20 (Hodge Decomposition). Let (M, g) be a compact oriented riemannian manifold

of dimension n, with Laplace-Beltrami operator ∆ : Ω∗(M) → Ω∗(M). Then, for each 0 ≤ k ≤ n,

Hk(M) is finite dimensional and we have the split

Ωk(M) = ∆ Ωk(M)⊕Hk(M)
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where Hk(M) is the space of harmonic differentiable k-forms. Furthermore, this decomposition is

orthogonal with respect to the L2 norm.

Corollary B.2.21. For each 0 ≤ k ≤ n we have the orthogonal decomposition

Ωk(M) = dΩk−1(M)⊕ d∗Ωk+1(M)⊕Hk(M)

B.3 Proof of the Hodge Decomposition Theorem

In order to prove the Hodge decomposition, we have to develop a complete framework of Hilbert spaces

and norms that allows us to use functional analytical methods.

This approach is so powerful that, without any explicit computation, only by linear algebra (but

linear algebra in an infinite dimensional vector space) we will obtain a slightly version of the Hodge

decompostion, known as it weak version. Once we have obtained the weak version, we will study the

regularity of the solutions and, with that, we will derive the classical strong version.

B.3.1 Sobolev Spaces

The most important spaces that we are going to use are the Sobolev spaces. Roughly speaking, we

are going to weaken the notion of derivative and, with that, we will define the (k, p)-Sobolev space as

the space of function in Lp with its k-th first weak derivatives in Lp. Hence, in this spaces, we are

authorized to derivate in an almost formal way, without any mention of regularity.

B.3.1.1 Weak derivatives

First of all, suppose that we have a function f ∈ C∞c (Rn). Given a multiindex α ∈ Nn, we will denote

∂αf = ∂|α|

∂α1x1...∂αnxn
f , where |α| = α1 + · · ·+ αn.

Let’s take any function φ ∈ C∞c (Rn) (this functions are called test functions in this setting). Then,

integrating by parts several times and using the compactness of the support of φ (that kills the

boundary term) we have ∫
Rn

φ∂αf dµ = (−1)|α|
∫
Rn

∂αφ f dµ

Althought the left-hand-side requieres that f is differentiable, the right-hand-side has a completely

perfect sense even for non-differentiable f . Furthermore, this formula characterizes the derivative,

because, if g is another function satisfing this property, then, for all φ ∈ C∞c (Rn)∫
Rn

φ∂αf = (−1)|α|
∫
Rn

∂αφ f dµ =

∫
Rn

φ∂αf ⇒
∫
Rn

φ (∂αf − g) = 〈φ, ∂αf − g〉L2(Rn) = 0
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But C∞c (Rn) is dense in L2, so it should be g = ∂αf almost everywhere. Therefore, we can generalize

the notion of derivative to a function satisfying this property.

Definition B.3.1. Let U ⊂ Rn be a open set, f ∈ L1
loc(U) and α ∈ Nn a multiindex, we will say that

a function g ∈ L1
loc(U) is the α-weak derivative of f if, for all φ ∈ C∞c (U) we have∫

U

φ g dµ = (−1)|α|
∫
U

∂αφ f dµ

in that case, we will denote g = ∂αf .

Remark B.3.2. By the same argument that in the motivation, the weak derivate of a function is

unique almost everywhere. Furthermore, for the same reason, the classical derivative of a differentiable

function is also its weak derivate (what justifies the abuse of notation).

Example B.3.3. Let’s define f(x) = x if 0 < x ≤ 1 and f(x) = 1 if x > 1. Observe that f is not

derivable at x = 1, but, however, a very simple computation shows that the function g = χ(0,1] is

its first weak derivate. Therefore, the notion of weak derivative, indeed, improve the usual notion of

derivate.

Example B.3.4. Not every function in L1
loc has a weak derivative. For example, let’s take the

Heviside step function in [−1, 1], given by H = χ[−1,0]. Suppose that g ∈ L1
loc([−1, 1]) would be its

weak derivative4, then, for all φ ∈ C∞c (Rn), we will have∫ 1

−1
φ g dµ = −

∫ 1

−1
φ′H dµ = −

∫ 0

−1
φ′ dµ = φ(1)

Let’s take a sequence φn ∈ C∞c such that 0 ≤ φn ≤ 1, φn(0) = 1 for all n ∈ N and φn(x) → 0 for all

x 6= 0. Then, by the dominated converge theorem, we must have

1 = lim
n→∞

φn(0) = lim
n→∞

∫ 1

−1
φn g dµ =

∫ 1

−1
lim
n→∞

φn g dµ = 0

B.3.1.2 Sobolev spaces in the euclidean space

With this notion of weak derivate, we can make precise the sentence, weak derivative in Lp. The

spaces that arise of this construction are known as Sobolev spaces.

Definition B.3.5. Let U ⊂ Rn be an open set, k ∈ N and 1 ≤ p ≤ ∞. We define the (k, p)−Sobolev

space, W k,p(U), to be the space functions f ∈ Lp(U) such that, for all |α| ≤ k, ∂αf exists and

∂αf ∈ Lp(U). In that space, we define the (k, p)-Sobolev norm given by

‖f‖Wk,p(U) =
∑
|α|≤k

‖∂αf‖Lp(U)

4As we will see after, we can improve the notion weak derivative, in the setting of distributions, and obtain that, in
this general concept, the weak derivate of H is the Dirac-delta operator, δ : C∞c (U)→ R given by δ(φ) = φ(0).
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Remark B.3.6. Using the elementary properties of powers, its easy to note that ‖·‖Wk,p(U) is actually

a norm, with which W k,p(U) becomes a normed space.

In fact, we have even more (for proofs, see, for example, [22])

Theorem B.3.7. For 1 ≤ p < ∞, W k,p(U) is a Banach space. Moreover, for p = 2, the space

W k,2(U), usually denoted Hk(U), is a Hilbert space with inner product

〈f, g〉Hk(U) :=
∑
|α|≤k

〈∂αf, ∂αg〉L2(U)

Furthermore, C∞(U) (without compact support!) is dense in W k,p(U).

Remark B.3.8. It can be seen that, in the previous theorem, the hypotesis that the functions do

not need to have compact support is crucial. In fact, the space C∞c (U) is not dense in W k,p(U), so

its clausure, with respect to the (k, p)-Sobolev norm, is a proper closed linear subspace, denoted by

W k,p
0 (U).

The most important theorem, from the theory of Sobolev spaces, that we will need is the following.

Again, the proof can be found in [22].

Definition B.3.9. Let U ⊂ Rn be bounded open set. Given 1 ≤ p < ∞, we call the Sobolev

conjugate of p over M to the unique p∗ such that

1

p
=

1

p∗
+

1

n

Theorem B.3.10 (Rellich–Kondrachov). Let U ⊂ Rn be an open bounded set of Rn with C1 boundary.

Let 1 ≤ p < ∞ and let p∗ its Sobolev conjugate. Suppose that 1 ≤ q < p∗ if p < n or 1 ≤ q < ∞ if

p ≥ n. Then W 1,p
0 (U) is compactly embedded in Lq(U) that is

• W 1,p
0 (U) ↪→ Lq(U) and the inclusion is continous.

• If {ωn}∞n=1 is a bounded sequence in W 1,p(U), then there exists a subsequence convergent in

Lq(U)5.

Only for completeness, one of the most important inequalities in the theory of Sobolev spaces is the

known as Poincaré inequality. We will not need it here, but we include its statement for completeness.

The proof can be found, for example, in [22].

Theorem B.3.11 (Poincaré inequality). Let U ⊂ Rn be a bounded connected open set. Let 1 ≤ p ≤ ∞,

then, there exists C > 0, depending only on p, n and U , such that

‖f‖Lp(U) ≤ C‖∇f‖L2(U)

5In the topological jergue, this can be reparaphrased saying that every bounded sequence in W 1,p(U) is precompact
in Lq(U)
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for all f ∈W 1,p with
∫
U f = 0.

B.3.1.3 Sobolev spaces in manifolds

Now, we will extend this notions to the context of differentiable manifolds.

To this end, we can follow two different approach. On one hand, we can use the spaces created in the

previous section and, using the charts of the manifold, pasting them to arrive to a global definitions.

On the other hand, analogously to what we have done in the euclidean case, we can define normed

spaces globally, reflecting the properties of the functions that we want to uses.

Firstly, we will follow the later approach and define the needed Sobolev spaces in a non-constructive

way. For a explicit construction of this spaces, and others, using pasting techniques, see section B.3.1.4.

Definition B.3.12. Let M be a compact oriented riemannian manifold. The space of L2-differential

forms, L2
Ω(M) is the closure of Ω∗(M) with respect to the L2 inner product.

Definition B.3.13. Let M be a compact oriented riemannian manifold. Given ω, η ∈ Ω∗(M), let’s

define the H1
Ω-inner product

〈ω, η〉H1(M) := 〈ω, η〉L2 + 〈dω, dη〉L2 + 〈d∗ω, d∗η〉L2

Then, we define the 1-Sobolev space, H1
Ω(M), as the closure of Ω∗(M) with respect to the H1(M)-

norm.

Using the explicit description of the Sobolev spaces in section B.3.1.4, it can be shown that the classical

results about Sobolev spaces extends to the manifolds framework. In particular, we have the following

extension of the Rellich-Kondrachov theorem B.3.10 to manifolds.

Corollary B.3.14. On a compact oriented riemannian manifold, H1(M) is compactly embedded in

L2(M).

B.3.1.4 Constructive definition of Sobolev spaces on manifolds

First of all, a warning: This section is optional, and a little masochistic. In this section, we will contruct

explicitly the Sobolev spaces of differential forms on a compact manifold. For a perfect understanding

of this constructions, the reader should be confortable with the notion of vector bundles and, preferably,

with the notion of sheaves. For example, see [30].

Through this section, M will be a compact oriented differentiable manifold.

Definition B.3.15. Let 1 ≤ p ≤ ∞ and k ≥ 0, we define space of W k,p-functions over M , W k,p(M),

to be the set of functions f : M → R such that, for every x ∈ M , there exists a chart (U,ϕ), with

ϕ : U → ϕ(U) ⊂ Rn, arround x, such that f ◦ ϕ−1 : ϕ(U)→ R ∈W k,p(ϕ(U)).
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Moreover, given two differentiable manifolds M,N and a map F : M → N , we say that F ∈
W k,p(M,N) if, for every f ∈W k,p(N), we have that f ◦ F : M → R ∈W k,p(M).

Definition B.3.16. Let V ⊂ Rn be an open set. We define the space of W k,p-diferentials over V ,

W k,p
Ω (V ), to be the space

W k,p
Ω (V ) = Ω∗(V )⊗R W

k,p(V )

where ⊗R denote the tensor product of R-módules. Furthermore, given a differentiable map F : V ⊂
Rn → V ′ ⊂ Rm, we define the pullback F ∗ : W k,p

Ω (V ′) → W k,p
Ω (V ) that, in the basic elements

ω ⊗ f ∈ Ω∗(V ′)⊗R W
k,p(V ′) is given by

F ∗(ω ⊗ f) = F ∗(ω)⊗ (f ◦ F )

Let M be a compact differentiable manifold and let (Ui, ϕi), i = 1, . . . ,m, be an atlas for M , with

ϕi : Ui → Vi ⊂ Rn

Definition B.3.17 (Pasting form). We define the space of W k,p-diferentials over M , LpΩ(M), to be

the space

W k,p
Ω (M) =

tni=1W
k,p
Ω (Vi)

∼
=
∪ni=1 {i} ×W

k,p
Ω (Vi)

∼
where ∼ is the equivalence relation given by (i, ωi) ∼ (j, ωj) if and only if

ωi|ϕi(Ui∩Uj) = (ϕj ◦ ϕ−1
i )∗(ωj |ϕj(Ui∩Uj))

If ω ∈ LpΩ(M), we denote by ω|Ui its i-th part.

Remark B.3.18. Using the fact that the change of charts are C∞, is possible to show that this definition

does not depend on the atlas (Ui, ϕi) chosen.

Remark B.3.19. As in the case of differentiable forms, the space W k,p
Ω (M) is a W k,p(M)-module, with

a grading inheritated from the usual grading on Ω∗(M) =
n⊕
k=1

Ωk(M). We will denote its k-part as

W k,p
Ω (M)k.

Remark B.3.20. Playing with the definitions, it is easy to show that ω ∈ LpΩ(M)k if and only if, for

every i = 1, . . . ,m, the i-th component of ω is given by a form

ω|Ui =
∑

i1<i2...<ik

fi1...ikdxi1 ∧ dxik

with fi1...ik ∈ Lp(Vi). Usually, this is the definition that appears in the classical textbooks, but,

unfornunatelly, this is not completely satisfactory, cause the universal set LpΩ(M) is not defined. That

is the reason why we need to define locally a Lp-form and, then, paste them together.

Remark B.3.21. As in the euclidean case, usually the space W 0,p
Ω (M) is denoted by LpΩ(M) and is

known as the space of Lp-differentials. Moreover, the space W k,2
Ω (M) is usually denoted Hk

Ω(M).
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Remark B.3.22. For those who have studied Algebraic Geometry, remember that a sheaf over a topo-

logical space X is a contravariant functor F : OpX → Ab, where Ab is the category of Abelian

groups and OpX is the category whose objects are the open sets in X, and whose morphism are the

inclusion maps. Then, the theory of sheaves shows that there is a natural equivalence between locally

free sheaf of modules and vector bundles.

In fact, we can easily define the sheaf of Lp-functions on M , which, for every open set U ⊂ M ,

asigns the abelian group Lp(U), as defined in B.3.15. Then, using the sheaf of differential forms

Ω∗ : U 7→ Ω∗(U), then we consider the Lp-module sheaf

LpΩ := Ω∗ ⊗R L
p

given by Ω∗⊗R L
p(Ui) := Ω∗(Ui)⊗R L

p(Ui) on the covering Ui that forms the atlas on M , and pasted

together. This is a locally free sheaf of Lp-modules, so, it is related with a vector bundle (in the Lp

category), whose sections are, in fact, LpΩ(M). Strictely speaking, this is the most formal construction

of the space of Lp-forms. For more information and possible constructions, see [30].

Once we have define the set, we can define over it a norm

Definition B.3.23. Let W k,p
Ω (M) be the space of W k,p-differentials over M . We endow it with a

metric, given by

‖ω‖
Wk,p

Ω (M)
=

n∑
i=1

‖ω‖
Wk,p

Ω (Vi)

where ‖·‖
Wk,p

Ω (Vi)
is the norm in Ω∗(Vi)⊕W k,p(Vi), that, if ω|Vi =

∑
i1<i2...<ik

fi1...ikdxi1 ∧ dxik then we

have

‖ω|Vi‖Wk,p
Ω (Vi)

=
∑

i1<i2...<ik

‖fi1...ik‖Wk,p(Vi)

Using the euclidean properties of W k,p(V ′), it can be shown

Proposition B.3.24. For 1 ≤ p < ∞, W k,p
Ω (M) is a Banach space. In fact, for p = 2, Hk

Ω(M) it is

a Hilbert space.

Proposition B.3.25. For 1 ≤ p <∞, Ω∗(M) is a dense subspace of W k,p
Ω (M).

Remark B.3.26. Observe that, since M is compact, the set of forms with compact support is the whole

space, so the space W k,p
0 Ω(M) is meaningless.

As we promised, in the special case of p = 2, we recover the previous definition

Theorem B.3.27. Let M be a compact oriented riemannian manifold. L2
Ω(M), as defined in this sec-

tion, is isomorphic to the closure of Ω∗(M) with respect to the L2-norm defined in B.1.4. Furthermore,

the H1-norm given in this section, is equivalent to the norm defined in B.3.13.
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Sketch of the proof. It is enought to compute this norm locally, in terms of the Christoffel symbols,

and, refining the covering of M , suppose that |gi,j − δi,j | < ε and |Γij,k| < ε for ε small. For details, see

[42]. �

B.3.2 The Weak Version of the Hodge Decomposition

B.3.2.1 Weak solutions

Before the final theorem, we will proof a restricted version of the decomposition in the larger class

of the L2 forms on M . Furthermore, as we will see, most of this study can be done only in terms of

Hilbert spaces and dense subsets, so we will follow a slightly more general setting. Nevertheless, I have

not found this (easy) generalization in any analysis or PDE’s textbook, so, sadly, the terminology of

this section is not standard.

Definition B.3.28. Let H be a (separable, real or complex) Hilbert space and S ⊂ H be a dense

subset. A linear operator L : S → H is called smooth if D(L∗) ⊃ S, i.e., the formal adjoint

L∗ : S → H is well defined.

Example B.3.29. If S(Rn) ⊂ L2(Rn) is the Schwartz class, then the Fourier Transform F : S(Rn)→
S(Rn) is symmetric, so, in particular, it is smooth.

Example B.3.30. As the standard textbooks in PDE’s shows, any elliptic operator defined on a

bounded open set of Rn is smooth operator.

In this general setting, we can weaken the notion of solution to the Poisson equation Lω = η of a

smooth linear operator.

For motivate this concept, let’s consider the case of good solutions. Suppose that we have a smooth

operator L : S → H defined over a dense linear subespace S (we can think, for example, that S is the

space C∞c (Rn)) of a Hilbert space H (for example L2(Rn)). Suppose that ω, η ∈ S satisfies Lω = η.

Then, using the formal adjoint L∗ : S → H we have that, for all φ ∈ S

〈φ, η〉H = 〈φ,Lω〉H = 〈L∗ φ, ω〉H

However, even if this computation is done in the differentiable class, the right hand and the left hand

side of this equality make sense even for non-differentiable one. These are known as weak solutions.

Definition B.3.31. Let H be a Hilbert space, S ⊂ H dense and L : S → H a smooth operator.

Given ω, η ∈ H we will say that Lω = η in weak sense if, for all φ ∈ S

〈φ, η〉H = 〈L∗ φ, ω〉H
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In contrast, the previous notion of solution will be called solution in strong sense. We will denote

by L(H) the space of weak solutions of the Poisson equation, i.e. ω ∈ L(H) if there exists η ∈ H such

that Lω = η in weak sense.

Remark B.3.32. The discussion above shows that, if ω, η ∈ S, then Lω = η in weak sense, if and only

if, Lω = η in strong sense.

Remark B.3.33 (Interpretation in terms of distributions). Given S ⊂ H dense we will define the space

of distributions with base S to be the dual space S∗. Observe that H is canonicaly isomorphic to

H∗ by ϕ : H → H∗ given by ϕ(ω)(φ) = 〈φ, ω〉H . Using this isomorphism, H can be viewed as a linear

subspace of the space of distribution S∗.

Suppose that we have a smooth operator L : S → H. Then, we can extend it to L̃ : H∗ → S∗. Given

ω ∈ H ∼= H∗ we define

L̃(ϕ(ω))(φ) := ϕ(ω)(L∗φ) = 〈L∗φ, ω〉H

for all φ ∈ S. In this sense, given ω, η ∈ H, saying that Lω = η in weak sense is the same that

L̃(ϕ(ω)) = ϕ(η) because

〈φ, η〉H = ϕ(η)(φ) = L̃(ϕ(ω))(φ) = 〈L∗φ, ω〉H

So, a weak solution is no more that a solution in the space of distributions.

Furthermore, we can generalize this even more (however, we will not need this here). Suppose that

our smooth operator maps S to itself, that is L(S) ⊂ S. Then, we can extend L to the whole space of

distributions, L̂ : S∗ → S∗ by

L̂(l)(φ) := l(L∗φ)

for l ∈ S∗ and φ ∈ S.

Example B.3.34. The dual space of C∞c (Rn) (which, in this context, is denoted by D) with respect

to the L2 norm, D′ := (C∞c (Rn))∗ is known as the space of distributions over Rn. A easy example of

a distribution that is not an usual L2 function is the Dirac delta distribution δ : C∞c (Rn) → R given

by δ(f) = f(0).

In this space, we can extend the derivative operator ∂α : C∞c (Rn)→ C∞c (Rn) to the space D′ by

∂α(l)(φ) = (−1)|α|l(∂α(φ))

for l ∈ D′ and φ ∈ C∞c (Rn). In this setting, we can reinterpret the notion of weak derivate as

follows. Given f ∈ L2(Rn), we say that ∂α(ϕ(f)) is the derivative of f in a distributional sense. If the

distributional derivative lies in L2(Rn)∗ ⊂ D′, say ϕ(g) = ∂α(ϕ(f)), then we say that g is the weak

derivative of f . In fact, using this definition we have that, for all φ ∈ C∞c (Rn.∫
Rn

φ g dµ = ϕ(g)(φ) = ∂α(ϕ(f))(φ) = (−1)|α|ϕ(f)(∂α(φ)) = (−1)|α|
∫
Rn

∂αφ f dµ
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That is, precisely, the definition of weak derivative. Hence, both definitions coincide.

Example B.3.35. Let S be the Schwartz class on Rn. It is easy to check that S is a linear subspace

that contains C∞c (Rn), so it is dense in L2(Rn). Let S∗ be its dual, this space is known as the

space of temperated distributions. This distributions have a very important property, the Fourier

Transform can be defined there.

Indeed, the most important porperty of the Schwartz class is that the Fourier Transform maps it to

itself F : S → S, so, by the previous remark, we can extend F̂ : S∗ → S∗ by

F̂(l)(φ) = l(F(φ))

for every l ∈ S∗ and φ ∈ S.

B.3.2.2 Generalized elliptic operators

The key part of the theory of elliptic operators is that they can be solved in weak sense in a purely

functional analitic way.

Definition B.3.36. Let H be a (separable, real or complex) Hilbert space and S ⊂ H be a dense

subset. A smooth linear operator L : S → H is called generalized elliptic operator if there exists

a closed linear subspace CL ⊂ H (the control region) and C > 0 such that ‖φ‖ ≤ C‖L∗ φ‖ for all

φ ∈ CL. Furthermore, if Ker L is finite dimensional, we will say that L is finite.

Theorem B.3.37 (à la Malgrange-Ehrenpreis). Let H be a Hilbert space over the field K, S ⊂ H

be a dense subset and L : S → H a generalized elliptic operator with control region CL, such that

(Ker L∗)⊥ ⊂ CL. Then, there exists a bounded linear operator

K : CL → H

such that, for all η ∈ H, K(η) is the weak solution of the Poisson problem with data η, that is

LK(η) = η

in weak sense.

Proof. Let’s define, over S ∩ CL, the inner product

〈φ, ψ〉L := 〈L∗ φ,L∗ ψ〉H

for all φ, ψ ∈ S ∩ CL, and let SL = (S ∩ CL, 〈·, ·〉L) be this prehilbert space. Let W be the clausure

of SL. Cause, trivially, L∗ : SL → H is a bounded operator on SL, it has an extension to W , that we

will keep calling it L.
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Let’s fix η ∈ CL, and define the functional lη : SL → K by

lη(φ) = 〈φ, η〉H

Let’s check that lη is bounded. Let φ ∈ SL, cause the estimate ‖φ‖H ≤ C‖L∗ φ‖H holds is this

subspace, we have

|lη(φ)| = |〈φ, η〉H | ≤ ‖φ‖H‖η‖H ≤ C‖L∗ φ‖H‖η‖H = C‖η‖H‖φ‖L

Hence lη is bounded, so it can be extended to a bounded linear operator lη : W → K with ‖lη‖ ≤
C‖η‖H . By the Riesz Lemma, there exists ωη ∈W such that

lη(α) = 〈α, ωη〉L = 〈L∗α,L∗ωη〉H

for all α ∈W . Moreover, ‖ωη‖L = ‖lη‖ ≤ C‖η‖H

Let’s define K(η) = π(L∗ωη), where π : H → L∗(S) is the orthogonal projection to the clausure of the

image of L in the H-norm. In this case, by construction of K(η) we have

〈φ, η〉H = lη(φ) = 〈L∗φ,K(η)〉H (B.1)

for all φ ∈ SL = S ∩ CL.

Furthermore, this formula also holds for φ ∈ S∩C⊥L . By hypothesis, (Ker L∗)⊥ ⊂ CL, so C⊥L ⊂ Ker L∗

(recall that Ker L∗ is closed, remark B.2.10). Hence, if φ ∈ S ∩ C⊥L , then φ ∈ Ker L∗ and, therefore,

the right hand side is null. But the left hand size is also null due to the fact that φ ∈ C⊥L and η ∈ CL,

so the identity (B.1) holds.

Hence, the equality (B.1) holds for elements in S ∩ CL and S ∩ C⊥L and, thus, for the union of both

spaces, that is, S. Therefore, (B.1) holds for all φ ∈ S or, in the languaje of weak solutions, K(η) is

a weak solution of Lω = η.

Furthermore, K is linear. Trivially, K(λη) = λK(η) for all λ ∈ K. For the distibution with the sum,

observe that, for all φ ∈ S, we have

〈L∗φ,K(ω + η)〉H = lω+η(φ) = 〈φ, ω〉H + 〈φ, η〉H = lω(φ) + lη(φ)

= 〈L∗φ,K(ω)〉H + 〈L∗φ,K(ω)〉H = 〈L∗φ,K(ω) +K(η)〉H

Therefore, K(ω)+K(η)−K(ω+η) ∈ (L∗(S))⊥. However, by construction, K(ω)+K(η)−K(ω+η) ∈
L∗(S), so it must be K(ω) +K(η)−K(ω + η) = 0.
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Finally, for the boundedness of K, observe that, by the application of the Riesz lemma that we did

above, we have

‖K(η)‖H = ‖L∗ωη‖H = ‖ωη‖L ≤ C‖η‖H

so K is bounded, as we wanted to show. �

Remark B.3.38. The conclusion of this theorem is usually said that L has a bounded right inverse on

CL.

Remark B.3.39. Remember that any elliptic operator defined on a bounded open set, U ⊂ Rn has

control region equal to C∞c (U). But this class is dense in L2(U), so we obtain the classical version of

this theorem with K : L2(U)→ L2(U).

Corollary B.3.40 (Hodge Decompostion, weak sense). Let H be a Hilbert space, S ⊂ H be a dense

subset and L : S → H a symmetric finite generalized elliptic operator with Ker L⊥ ⊂ CL, where CL is

the control region of L. Then, we have the orthogonal decomposition

H = L(H)⊕Ker L

Proof. Since Ker L is finite dimensional, it is a closed linear space so, by the orthogonal projection

theorem, we have

H = (Ker L)⊥ ⊕Ker L

Therefore, it remains to prove that (Ker L)⊥ = L(H). For (Ker L)⊥ ⊃ L(H), suppose that η ∈ L(H),

say Lω = η in weak sense for some ω ∈ H, then for all φ ∈ Ker L we obtain

〈φ, η〉H = 〈Lφ, ω〉H = 0

so η is orthogonal to Ker L, as we want.

The other way is a consequence of the Malgrange-Ehrenpreis theorem. Note that, in general Ker L ⊂
Ker L∗, so the hypothesis of the Malgrange-Ehrenpreis theorem hold. Therefore, the right-inverse

operator K : Ker L⊥ → H gives, for every η ∈ Ker L⊥ a weak solution of Lω = η, as we want. �

B.3.2.3 Return to the Laplace-Beltrami operator

Using the Rellich-Kondrachov theorem, we can prove that the Laplace-Beltrami operator is a finite

generalized elliptic operator.

Proposition B.3.41. Let (M, g) be a compact oriented riemannian manifold and let H∗(M) be its

space of harmonic differential forms. There exists a constant C > 0 such that, for every ω ∈ H∗(M)⊥,

we have

‖ω‖L2 ≤ C‖∆ω‖L2
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Proof. Otherwise, there would exists a sequence {ωn}∞n=1 with ‖ωn‖L2 = 1 and satisfiying ‖∆ωn‖L2 →
0. In particular, we have

‖dωn‖L2 + ‖d∗ωn‖L2 = 〈∆ω, ω〉L2 ≤ ‖∆ωn‖L2 ‖ωn‖L2 = ‖∆ωn‖ → 0

so ‖dωn‖, ‖d∗ωn‖ → 0. Hence, their H1-norm ‖ωn‖H1 = ‖ωn‖L2 + ‖dωn‖L2 + ‖d∗ωn‖L2 is bounded.

Therefore, by the Rellich-Kondrachov theorem, there exists a subsequence convergent in L2, so, replac-

ing the sequence by its subsequence, we can suppose without loss of generality that {ωn}∞n=1 converges

in the L2-norm.

Let ω be its limit in the L2 norm. Observe that, cause ∆ω → 0, for all φ ∈ Ω∗(M) we have

0 = lim
n→∞

〈∆ωn, φ〉L2 = lim
n→∞

〈ωn,∆φ〉L2 = lim
n→∞

〈ω,∆φ〉L2

so ∆ω = 0 in weak sense. But, by the Weyl’s lemma B.3.51 below, a weak harmonic function is, in fact,

a strong harmonic function, so ω ∈ H∗(M). Hence, cause ωn ∈ H∗(M)⊥, it must be 〈ω, ωn〉L2 = 0, so,

taking limits, ‖ω‖L2 = 0. Therefore, limωn = ω = 0, which is impossible since ‖ωn‖ = 1. �

Proposition B.3.42. Let (M, g) be a compact oriented riemannian manifold of dimension n. Then,

the space of harmonic forms, H∗(M), is finite dimensional.

Proof. Suppose that H∗(M) is infinite dimensional. Hence, it should exist an infinite orthonormal set

{ωn}∞n=1 ⊂ H∗(M) such that 〈ωi, ωj〉L2 = δij . In particular, cause the ωn are harmonic, they have

dωn = d∗ωn = 0 for all n ∈ N. Therefore, we have

‖ωn‖H1 = ‖ωn‖L2 + ‖dωn‖L2 + ‖d∗ωn‖L2 = ‖ωn‖L2 ≤ 1

Hence, {ωn}∞n=1 is a bounded sequence in the Sobolev space H1, so, by the Rellich-Kondrachov the-

orem, there exists a convergent subsequence in the L2-norm. But, this is impossible, cause this sub-

sequence remains being an orthonormal set in the L2-metric (and, therefore, they are not a Cauchy

sequence). �

Corollary B.3.43. In a compact oriented riemannian manifold, the Hodge-Laplace operator is a

symmetric finite generalized elliptic operator with control region C∆ = H∗(M)⊥.

Therefore, we have just prove

Corollary B.3.44. Let (M, g) be a compact oriented riemannian manifold of dimension n. Then, for

each 0 ≤ k ≤ n, we have the orthogonal decomposition

L2
Ω(M)k = ∆L2

Ω(M)k ⊕Hk(M)
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B.3.3 Regularity of the Weak Solutions

As we have see, we can solve the Laplace-Beltrami equation ∆ω = η in a weak sense in a purely

algebraic way, only using functional analysis. However, if the original data η is smooth, it is expected

that a weak solution ω is also smooth.

This is the realm of the regularity theory of elliptic operators, a very difficult task that requires a lot

of work. We will discuss completely the case of weak harmonic forms, and we will sketch the proof for

the general case.

B.3.3.1 Weak harmonic forms

The fundamental tool in this work is the lemma known as the Weyl’s lemma that treats the case of an

harmonic function over Rn. To reach this result, we need a very important property of the harmonic

functions, known as the mean value property.

Proposition B.3.45 (Mean value property). Suppose that u ∈ C2(Rn) is harmonic, then it satisfies

the mean value property for spheres, that is, for every x ∈ Rn and every R > 0 we have

u(x) =
1

|∂B(x,R)|

∫
∂B(x,R)

u(y) dS(y)

Proof. Let’s fix x0 ∈ Rn and define Φ : (0,∞)→ R by

Φ(r) =
1

|∂B(x0, r)|

∫
∂B(x0,r)

u(y) dS(y) = C

∫
∂B(0,1)

u(x0 + rz) dS(z)

Cause u ∈ C2, Φ is differentiable and, by the dominated convergence theorem we have

Φ′(r) = C

∫
∂B(0,1)

〈∇u(x0 + rz), z〉 dS(z) = C

∫
∂B(x0,r)

〈
∇u(y),

y − x0

r

〉
dS(y)

But y−x0

r is the unit outward normal vector to the sphere B(x0, r) in y ∈ B(x0, r), so

Φ′(r) = C

∫
∂B(x0,r)

∂u

∂ν
(y) dS(y) = C ′

∫
B(x0,r)

∆u(y) dy = 0 (B.2)

where the second equality follows from the Stokes’ theorem. Therefore, Φ is constant, so

Φ(R) = lim
r→0

Φ(r) = lim
r→0

1

|∂B(x, r)|

∫
∂B(x,r)

u(y) dS(y) = u(x0)

as we wanted to show. �
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Remark B.3.46. Observe that, u ∈ C0(Rn) satisfies the mean value property for spheres if and only if

(using the co-area formula) it satisfies the mean value property for balls, that is

u(x) =
1

|B(x,R)|

∫
B(x,R)

u(y) dy

for all x ∈ Rn and R > 0.

For the converse property, we need the following lemma.

Proposition B.3.47. Let u ∈ C0(Rn) be a continous function that satisfies the mean value property.

Then, for all radial functions φ ∈ C0
c (Rn) with

∫
Rn φ = 1, we have u ? φ = u.

Proof. The proof is only a clever computation using the co-area formula. Let B(0, R) be the support

of φ, then, for all x0 ∈ Rn, we have

u ? φ (x0) =

∫
Rn
u(x0 − y)φ(y) dy =

∫
B(0,R)

u(x0 − y)φ(y) dy

=

∫ R

0

∫
∂B(0,R)

u(x0 − z)φ(r) dS(z) dr =

∫ R

0
φ(r)

 ∫
∂B(x0,R)

u(z) dS(z)

 dr

Now, because u satisfies the mean value property we have

u ? φ (x0) =

∫ R

0
φ(r)

 ∫
∂B(x0,R)

u(z) dS(z)

 dr = u(x0) |∂B(x0, R)|
∫ R

0
φ(r) dr

= u(x0)

∫ R

0

∫
∂B(x0,R)

φ(r) dS dr = u(x0)

∫
Rn
φdµ = u(x0)

�

Corollary B.3.48 (Smoothness of harmonic functions). If u ∈ C0(Rn) satisfies the mean value

property, then u ∈ C∞(Rn) and u is harmonic in strong sense.

Proof. Let η ∈ C∞c (Rn) be the standart radial mollifier. Observe that, by the properties of the

convolution, u ? η is C∞. But, by the previous lemma, we have u ? η = u, so u is also infinitely

differentiable.

Therefore, we can assume that u ∈ C∞(Rn). In that case, suppose that u is not harmonic. Then,

there must exists x0 ∈ Rn and R > 0 such that |∆u(x)| > 0 for all x ∈ B(x0, R). Without loss of

generality, we can assume ∆u > 0 in B(x0, R).
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Then, using the function Φ defined above, we have that Φ′ = 0, since u satisfies the mean value

property. However, using the formula B.2, we have

Φ′(R) = C ′
∫

B(x0,R)

∆u(y) dy > 0

which is a contradiction. �

Corollary B.3.49. If u ∈ C2(Rn) is harmonic, then u ∈ C∞(Rn).

Lemma B.3.50 (Weyl). Let u ∈ L1
loc(Rn) be a weak harmonic function, that is, suppose that

〈u,∆φ〉L2 =

∫
Rn
u∆φdµ = 0

for all φ ∈ C∞c (Rn). Then there exists a C∞ harmonic function ũ such that u = ũ almost everywhere.

Proof. Given r > 0, let ηr be the radial standard mollifier with supp ηr = B(0, r). Observe that u ? ηr

is weakly harmonic. Indeed, for every φ ∈ C∞c (Rn), using Fubini’s theorem, we have

〈∆φ, u ? ηr〉 =

∫
Rn

∫
Rn

u(y − rx)η(x) ∆φ(y) dxdy =

∫
Rn

∫
Rn

u(y − rx) ∆φ(y) dy

 η(x) dx

=

∫
Rn

∫
Rn

u(z) ∆φ(z + rx) dy

 η(x) dx =

∫
Rn

〈∆(φ ◦ τrx), u 〉η(x) dx = 0

where τt(s) = s+ t and the last equality follows from the fact that u is weakly harmonic. Therefore,

u ? ηr is a smooth weak harmonic function, so it is also a strong harmonic function. In particular, it

satisfies the mean value property.

Observe that, in this case, we have that, for every r, s > 0

u ? ηr = u ? ηs

To this end, observe that, cause u ? ηr is continous and satisfies the mean value property, then, by

lemma B.3.47 (u ? ηr) ? ηs = u ? ηr. However, convolution is commutative, so we have (u ? ηr) ? ηs =

(u ? ηs) ? ηr = u ? ηs, by the same reason, and the equality follows.

Let’s fix s > 0 to any value. By the properties of the approximation to the identity,

u ? ηs = u ? ηr
r→0→ u

almost everywhere, when r → 0. Therefore, u ? ηs = u almost everywhere, so u can be modified in a

null set for getting u continous. Moreover, u ∈ C0(Rn) satisfies the mean value property, so by B.3.48,

u ∈ C∞(Rn), u is strong harmonic. �
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Furthermore, computing locally, we can extend this result to differentiable manifolds.

Theorem B.3.51 (Weyl for manifolds). Let (M, g) be a compact oriented riemannian manifold.

Suppose that ω ∈ L2
Ω(M) is weak harmonic, i.e. 〈ω,∆φ〉L2 = 0 for all φ ∈ Ω∗(M). Then ω ∈ Ω∗(M)

and ∆ω = 0 in strong sense.

Proof. Let x ∈ M and let φ : U → Rn be a local chart arround x ∈ U . Suppose that, locally in this

chart, ω is written as ω =
∑

i1<...<ij

ai1···ik dxi1 ∧ · · · ∧ dxik .

Let fix a multiindex i1 < · · · < ik and let j1 < · · · < jn−k be its complementary index, i.e., the unique

multiindex with such that {i1, . . . , ik, j1, . . . , jn−k} = {1, . . . , n}. It can be shown that there exists a

dense subset D ⊂ L2(Rn) such that, for every f ∈ D there exists φf ∈ Ω∗(M) with support in U such

that, locally

?∆φ = (∆f) dxj1 ∧ · · · ∧ dxjn−k

Therefore, cause ω is a weak harmonic function, it must satisfy

0 = 〈ω,∆φf 〉L2 =

∫
M
ω ∧ ?φf =

∫
U
ω ∧ ?φf

=

∫
Rn

(ai1···ikdxi1 ∧ · · · ∧ dxik) ∧
(
(∆f) dxj1 ∧ · · · ∧ dxjn−k

)
= ±

∫
Rn
ai1···ik∆ f dx1 ∧ · · · dxn = ±

∫
Rn
ai1···ik∆ f dµ = ±〈ai1···ik ,∆ f〉L2(Rn)

Hence, every coefficient ai1···ik is weak harmonic in the usual sense of Rn in a neighbourhood of x. But,

by the Weyl’s lemma for Rn above, then ai1···ik ∈ C∞(Rn) and, therefore, cause the differentiability

is only a local question, ω is differentiable. But every smooth weak harmonic form is also a harmonic

form in strong sense (by Stokes’ theorem) so ω is harmonic in strong sense, as we wanted to prove. �

Remark B.3.52. Observe that, if ∆ would be self-adjoint, then the proof of the Weyl’s lemma will

be markedly easier. Indeed, in that case, using the remark B.2.10 with ∆ = ∆∗, we would have

Ker∆ = Im ∆⊥, which, decoding the language, would mean that every weak harmonic form is, in

fact, harmonic.

B.3.3.2 General weak solutions

As we saw in the previous section, we can obtain the regularity of a weak harmonic form using the

mean value property, which characterize the harmonic functions. However, for the general Poisson

equation, ∆ω = η, this tool is no longer available.

Therefore, for obtaining the regularity of solutions of the Poisson equation, we need to invoke deeper

results from functional analysis. Indeed, the fundamental theorem that we need is the following, whose

proof, and all of this sections, can be found in [22].
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Theorem B.3.53 (Sobolev’s lemma). Let U ⊂ Rn be a bounded domain and let k, s ∈ N such that

s > n/2 + k. Then, Hs
0(U) is embedded into Ck(Ω).

Furthermore, we need to improve some estimations to show that a solution of the Poisson equation,

with a regular data (in some sense), is more regular that the data. This can be realized replacing

derivatives by diference quotiens, as in the classical theory of elliptic operators.

Theorem B.3.54 (Weak regularity of Poisson equation). Let U ⊂ Rn be a bounded domain and

let u ∈ L2(U) be a solution of ∆u = f in weak sense. Then, for every s > 0, if f ∈ Hs(U) then

u ∈ Hs+2(V ) for every V compactly contained in U .

Corollary B.3.55 (C∞ regularity of Poisson equation). Let (M, g) be a compact oriented riemannian

manifold. Suppose that η ∈ Ω∗(M) and let ω ∈ L2
Ω(M) such that ∆ω = η in weak sense. Then

ω ∈ Ω∗(M) and ∆ω = η in strong sense.

Proof. As in the proof of B.3.51, it is enought to prove this for the euclidean case an functions for the

Poisson equation ∆u = f . By the weak regularity, u ∈ Hs(U) for all s > 0 and U small enought, so,

by the Sobolev’s lemma, u ∈ Ck(U) for all k > 0 and, therefore, u ∈ C∞(U). �

Corollary B.3.56 (Hodge decompostion, strong sense). Let (M, g) be a compact oriented riemannian

manifold of dimension n, with Laplace-Beltrami operator ∆ : Ω∗(M) → Ω∗(M). Then, for each

0 ≤ k ≤ n, Hk(M) is finite dimensional and we have the split

Ωk(M) = ∆ Ωk(M)⊕Hk(M)

Furthermore, this decomposition is orthogonal with respect to the L2 norm.

Proof. The orthogonality is obvious, once proven the decomposition. By the weak Hodge decomposi-

tion B.3.44, we have

L2
Ω(M)k = ∆L2

Ω(M)k ⊕Hk(M)

Let η ∈ Ω∗(M). By the weak decomposition, we have η = η1 + η2, where η2 ∈ Hk(M) and η1 ∈
∆L2

Ω(M)k, say ∆ω = η1 in weak sense, for some ω ∈ L2
Ω(M).

Cause the elements of Hk(M) are smooth, we have that η1 = η− η2 ∈ Ω∗(M). Therefore, by corolary

B.3.55, ω ∈ Ω∗(M) and η1 = ∆ω in strong sense. Hence, we have that η = η1 + η2 = ∆ω + η2 ∈
∆ Ω∗(M)⊕H∗(M), as we wanted to show. �
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[17] Deligne, P. (1974). Théorie de Hodge. III. Inst. Hautes Études Sci. Publ. Math., (44):5–77.

[18] Dodson, C. and Parker, P. E. (1997). A user’s guide to algebraic topology. Dordrecht: Kluwer

Academic Publishers.

[19] Donaldson, S. (1983). A new proof of a theorem of Narasimhan and Seshadri. J. Differ. Geom.,

18:269–277.

[20] Donaldson, S. (1987). Twisted harmonic maps and the self-duality equations. Proc. Lond. Math.

Soc. (3), 55:127–131.

[21] Donaldson, S. and Kronheimer, P. (1997). The geometry of four-manifolds. Paperback ed. Oxford:

Clarendon Press, paperback ed. edition.

[22] Evans, L. C. (1998). Partial differential equations. Providence, RI: American Mathematical

Society.

[23] Folland, G. B. (1984). Real analysis. Modern techniques and their applications. Pure and Applied

Mathematics. A Wiley-Interscience Publication. XIV, 350 p. 40.40 (1984).

[24] Freyd, P. (2003). Abelian categories. Repr. Theory Appl. Categ., 2003(3):xxiii + 1–164.
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