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Abstract

We establish a maximum principle for viscosity subsolutions and supersolutions of equations of the form
ur + F(t,dyu) =0, u(0, x) = ug(x), where ug: M — R is a bounded uniformly continuous function, M is
a Riemannian manifold, and F : [0, c0) x T*M — R. This yields uniqueness of the viscosity solutions of
such Hamilton—Jacobi equations.
© 2005 Elsevier Inc. All rights reserved.
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First order Hamilton—Jacobi equations are partial differential equations of the form
F(x, u(x), du(x)) =0
in the stationary case, and of the form,
F(t, x,u(x,t),du(t, x)) =0

in the evolution case. Such equations arise, for instance, in optimal control theory and differential
games. It is very well known that, even in the simplest case where u : R — R, there are examples
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of such equations which possess no classical solutions. Nevertheless, a class of weak solu-
tions, the so-called viscosity solutions, do exist under very general hypotheses, see for instance
[3-11] and the references therein. Up to very recently, the literature on viscosity solutions to
Hamilton—Jacobi equations dealt with equations defined on (subsets of) R” or of Banach spaces.
However, many examples of Hamilton—Jacobi equations arise naturally in the setting of Rie-
mannian manifolds [1].

In [2] we developed a calculus of viscosity subdifferentials and we established a smooth vari-
ational principle for functions defined on Riemannian manifolds (either finite-dimensional or
infinite-dimensional), which allowed us to prove existence and uniqueness of viscosity solutions
to stationary HJ equations defined on Riemannian manifolds. We also showed that the distance
function d(., d£2) is the unique viscosity solution of the eikonal equation ||[du(x)|y =1 on £2,
u =0 on 952, where £2 is an open subset of a Riemannian manifold. The latter result was inde-
pendently proved by Mantegazza and Menucci [13] in the finite-dimensional case.

In this note we will apply some of the tools developed in [2] to establish a maximum principle
for evolution HJ equations of the form

{u, + F(t,dyu) =0,

(0, x) = uo(x), *)

where ug: M — R is an initial condition which we assume to be bounded and uniformly contin-
uous, M is a Riemannian manifold (with some weak restrictions, see below), and F : [0, 00) x
T*M — R is a Hamiltonian satisfying a uniform continuity-type condition which we will intro-
duce below, let us just now say that if M is compact and we regarded M as embedded in R”, then
every function F:[0,00) x T*M C R x R? — R which is uniformly continuous with respect
to the usual metric of R>"*! meets that condition.

In particular we will deduce from our main result that if # and v are bounded viscosity solu-
tions of () then u = v.

Next we restate some definitions and key results from [2] that we will use in our proof. We
refer the reader to [2] and [12] for the definitions of injectivity and convexity radii, exponential
mapping, parallel transport and other standard terms of differential geometry. Recall that, for
a given curve y : I — M, numbers #),#; € I and a vector Vy € T M, ) there exists a unique
parallel vector field V (¢) along y such that V (#9) = Vp, and the mapping defined by Vo > V (¢1)
is a linear isometry between the tangent spaces T M), () and T M, ). In the case when y is a
minimizing geodesic and x = y(fp), y = y (t1) we denote this mapping by Lyy: T M, — TM,,
the parallel transport from 7 M, to T M, along y. The parallel transport allows us to measure
the length of the “difference” between vectors (or forms) which are in different tangent spaces
(or in duals of tangent spaces, that is, different fibers of the cotangent bundle), and to do so in a
natural way. Indeed, let y be a minimizing geodesic connecting two points x, y € M, and let Ly,
the parallel transport along y. For any two vectors v € T My, w € T My, we can define a natural
distance between v and w as the number

[v = Lyz)] = Jw = Ly )]

(this equality holds because L, is a linear isometry between the two tangent spaces, with inverse
L,,). Since the spaces T M, and T*M, are isometrically identified by the formula v = (v, ),
we can obviously use the same method to measure distances between forms ¢ € T*M, and
n € T*M, lying on different fibers of T*M.

In order to establish a smooth variational principle for complete Riemannian manifolds we
had to assume in [2] that the manifold is uniformly bumpable:
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Definition 1. We say that a Riemannian manifold M is uniformly bumpable provided there are
numbers R > 1 (possibly large) and » > 0 (small) such that for every p € M and § € (0, r) there
exists a C! smooth function : M — [0, 1] such that:

M b(p)=1,
(@) b(x)=0ifd(x, p) =4,

(3) sup,eyy Ildb()llx < R/S.

The class of uniformly bumpable is very large. In fact we do not know whether every
complete Riemannian manifold is uniformly bumpable. The following result, proved in [2],
provide us with some sufficient conditions for a Riemannian manifold M to be uniformly
bumpable.

Proposition 2. Let M be a Riemannian manifold. Consider the following conditions:

(1) M is compact.

(2) M is finite-dimensional, complete, and is uniformly locally convex.

(3) M is uniformly locally convex and has a strictly positive injectivity radius.

(4) There is a constant r > 0 such that for every x € M the exponential mapping exp, is defined
on B(Oyx,r) C TMy, exp,: B(Ox,r) = B(x,r) is a C* diffeomorphism, and the distance
function is given by

d(y,x)= Hexp;l(y)Hx forall y € B(x,r).

(5) There is a constant r > 0 such that for all x € M the distance function to {x}, y € M >
d(y, x), is of class C* on B(x,r) \ {x}.
(6) M is uniformly bumpable.

Then we have (1) = 2) = 3) & 4) = (5) = (6).

As we have said, the following smooth variational principle from [2] will play a key role in
the proof below.

Theorem 3. Let M be a uniformly bumpable complete Riemannian manifold, and let F : M —
(—00, 400] be a lower semicontinuous function which is bounded below, F # +o00. Then, for
each 8 > 0 there exists a bounded C' smooth and Lipschitz function ¢ : M — R such that:

(1) F — ¢ attains its strong minimum on M,
(2) ll@lloo :=suppep l9(p)l <8, and ||[d@lloc :=sup ey ldo(p)llp < 6.

Let us now recall the definition of the subdifferential and superdifferential sets of a function
f:M— R,

Definition 4. Let M be a Riemannian manifold, and f: M — (—o00, 0o] a proper function. We
say that f is subdifferentiable at the point p € dom(f) = {x € M: f(x) < oo} provided there is
a C! function ¢ : M — R so that f — ¢ attains a local minimum at the point p. In such case we
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will say that £ = dp(p) € (TM,)* =~ H* = H is a (viscosity) subdifferential (or subgradient)
of f at p. In general we define the subdifferential set of f at p by

D™ f(p) = {dp(p): ¢ € C'(M,R), f — ¢ attains a local minimum at p},
a (possibly empty) subset of 7*M,. Similarly, we define
D" f(p)={de(p): p € C'(M,R), f — ¢ attains a local maximum at p},

and we say that f is superdifferentiable at p whenever this set is nonempty. For every ¢ €
D~ f(p) U DT f(p) the norm of ¢ is defined as

Il = sup{|¢(B)|: h e TM,, ||hll,=1}.

We refer the reader to [2] for a list of properties and nonsmooth calculus with these subdiffer-
entials; for instance it can be shown that bounded below functions are subdifferentiable on dense
subsets of their domains, and that convex functions (that is, functions which are convex along
geodesics) are everywhere subdifferentiable. In this note we will only need to use the following
fuzzy sum rule from [2].

Theorem 5. Let M be a Riemannian manifold. Let fi, f»: M — R be functions such that
f1 is lower semicontinuous and f> is uniformly continuous. Then, for every x € M, { €
D~ (fi1+ f2)(x) and € > 0, there exist points x| and x> in M, and subdifferentials £; € D™ f1(x1)
and & € D™ fa(x2) such that:

(1) d(x1,x) <eandd(xy,x) <e,
) 1fitx1) — fix)| <& and | f2(x2) — fa(x)| <&,
(3) ”szx (&2) + Lxlx(é-l) -k <e.

Here L, stands for the parallel transport from the point x; to the point x along the unique
geodesic connecting these points, i = 1,2. The number ¢ can always be assumed to be small
enough so that this unique geodesic and Ly, are well defined.

Definition 6. Let M be a Riemannian manifold, ug: M — R, and F : [0, 00) x T*M — R. We
say that a function u : [0, +00) x M — R is a viscosity subsolution of the equation
u + F(t,dyu) =0, )
u(0, x) = uo(x),
provided u is upper semicontinuous and for every (¢, x) € R x M and every (a, {) € DT u(t, x)
we have that
a+ F(t,x,8)<0,
u(0, x) <up(x).

We say that a function v: [0, +00) x M — R is a viscosity supersolution of (x) if v is lower
semicontinuous and for every (f,x) € RT x M and (a, ¢) € D~ u(t, x) we have that

a+ F(t,x,¢) >0,
u(0,x) > ug(x).

A continuous function u : [0, 00) x M — R is said to be a viscosity solution of (x) provided
it is both a viscosity supersolution and subsolution of (x).
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Remark 7. Since every Fréchet differentiable function u satisfies
D u(p) =D u(p) = {du(p)},
it is clear that any Fréchet differentiable viscosity solution of (x) is also a classical solution

of (%).

In the maximum principle we are going to establish we will require that M is a complete
Riemannian manifold with strictly positive convexity and injectivity radii, and ug: M — R is
an initial condition which we assume to be uniformly continuous. We will also demand that
F:[0,00) x T*M — R satisfies the following uniform continuity condition.

Definition 8. Let M be a complete Riemannian manifold with strictly positive convexity and
injectivity radii (greater than, say, rp; > 0). We will say that a function F :[0,00) x T*M — R
is intrinsically uniformly continuous provided that, for every ¢ > O there exists § € (0, r3s) such
that if

CeT*My, E€T*My, d(x,y)<8, lt—s|<8, |¢—Lyu®],<s
then

}F(tvxsg)_F(s7y’€)| <8~

Remark 9. When M is compact and is regarded as embedded in R”, every function F : [0, c0) x
T*M — R C R x R?** — R which is uniformly continuous with respect to the usual Euclidean
metric of R?" is intrinsically uniformly continuous as well, see [2].

Now we can state and prove our main result.

Theorem 10. Let M be a complete Riemannian manifold with strictly positive convexity and
injectivity radii, let ug,vo: M — R be two bounded, uniformly continuous functions, and let
F:[0,00) x T*M — R be an intrinsically uniformly continuous function. Assume that u is a
bounded viscosity subsolution of

ug + F(t,dyu) =0,
u(0, x) =up(x),

and that v is a bounded viscosity supersolution of

v+ F(t,dyv) =0,
v(0, x) = vo(x).

Then sup( ooy x p (U — V) < supyy (1o — vo).

Proof. Assume, on the contrary, that

sup (4 —v) > sup(up — vo).
[0,00) x M M

Let us fix an &; such that 0 < &1 < supjg o) pr (4 — v) — supy, (o — vo). Then there exists
(t0, x0) € (0, 00) x M, such that for every ¢ < ¢

u(to, xo) — v(fy, xo) > sup(up — vo) + &.
M
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Next pick 6§ > 0 such that &1 > §(1/(2tp) 4+ 1) and fix any €9 < §/(2¢p). Then, for every ¢ < &g
we have that

u(to, xo) — v(t9, x0) — 8 > sup(up — vo) + €. (H
M

Let us now consider the function @ defined on R x M by

(D:{u(t,x)—v(t,x)—f—é if (1, x) € [0, 00) x M,

—00 otherwise.

The function @ is upper semicontinuous and bounded above. If we apply the smooth variational
principle (Theorem 3) to the function —@ then we get a C! smooth function g:R x M — R
such that:

(i) @ + g attains its maximum at a point (s, y) € [0, 00) x M

(i) llglloo = sup{lg(t, x): (,x) € R x M} < /2 and |Ig'llc = sup{lg'(t,x)|: (t,x) €
Rx M} <¢g/2.

The number s must be strictly positive (otherwise (1) would be contradicted). If we set
3
A=A(e) = P gi(s,y), and ¢ =Dyg(s,y)

then we have that (A, ¢) € DT (u(s, y) — v(s, y)), with the condition that
A >¢gg forall e € (0,¢p).
Now, by Theorem 5 (applied to v and —u) we can find points (1, x1), (t2, x2) € (0,00) x M
and (b1, £1) € DT u(ty, x1) and (ba, £2) € D™ v(t2, x2) such that:

1) |t —s|<eandd(x;,y) <efori=1,2.
(i) |u(ty, x1) —u(s,y)| <e and [v(t2, x2) — v(s, y)| <e.
(i) [by —by — Al <eand || Ly,y (1) — Lx,y($2) — ¢y <eé.

Since u is a viscosity subsolution and v is a viscosity supersolution, we get that b; +
F(t1,x1,¢1) <0and by + F(t2, x2, &) = 0. We can then deduce that

bi —by+ F(t1,x1,81) — F(t2, %2, 8) <0,
hence

A—e+ F(n,x1,8) — F(t2, x2,£) <0. (2)
Besides, we have

It — o <ty —sl+1s — 02| <2e,

d(x1,x2) <d(x1,y) +d(y, x2) <2e
and

[y @D = Ligy @], < | Lty €0 = Ly @) = ¢ |, + 181y <+

Finally, if we let go ¢ — 0 and we bear in mind that F is intrinsically uniformly continuous,
we obtain that the number A, which depends on &, should go to a number less than or equal to O,
a contradiction with the fact that A > gg forall ¢ € (0, &9). O
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In the case when u(y = vg one can immediately deduce the following uniqueness result.

Corollary 11. Let M be a complete Riemannian manifold with strictly positive convexity
and injectivity radii, let uo: M — R be a bounded, uniformly continuous function, and let
F:[0,00) x T*M — R be an intrinsically uniformly continuous function. Assume that v and
w are bounded viscosity solutions of

{ut + F(t,dcu) =0,

u(0,x) =uo(x). (%)

Then v =w.

Remark 12. It is worth noting that Theorem 10 also immediately yields a result on continuous
dependence on the initial data of the viscosity solutions of (). Namely, if (ug) is a sequence
of bounded, uniformly continuous functions such that lim, . uy = uo uniformly on M, and
u" 1[0, 00) x M — R is a bounded viscosity solution of

u; + F(t,dyu) =0,
u(0, x) = ug(x),

and u : [0, 00) x M — R is a bounded viscosity solution of

Uy + F(t,dxu) =0,
u(0,x) = uo(x),

then lim,,_, oo #" = u uniformly on [0, co) x M.

Remark 13. It should be noted that the method of the proof of Theorem 10 can be used in more
situations than just those which are contemplated in its statement. For instance, the assumption
that the Hamiltonian F is intrinsically uniformly continuous might seem rather restrictive, as in
principle it does not cover the case of equations of the form

ur + o (x)ldxullx =0, u(0, x) = uo(x) (k)

which are a very important class of Hamilton—Jacobi equations. Nevertheless, the same argument
as in the proof of Theorem 10 allows us to conclude that the comparison principle still holds at
least within the class of Lipschitz functions for a lot of Riemannian manifolds M and functions .
More precisely, if M is a Riemannian manifold with strictly positive convexity and injectivity
radii and such that the parallel transport in M is uniformly continuous (these assumptions are
met, for instance, in the cases when M is compact, or M = R", or M is the Hilbert space), if
a: M — R is uniformly continuous and bounded, if uq, vo: M — R are two bounded Lipschitz
functions, and if we suppose that u is a bounded and Lipschitz viscosity subsolution of

ur +a(x)lldcullx =0,
u(0,x) = up(x),

and that v is a bounded and Lipschitz viscosity supersolution of

v +a(x)|ldyvlx =0,
v(0, x) = vo(x),

then suppg ooy pr (4 — v) < supy,(uo — vo). The proof goes exactly as in Theorem 10, taking
into account that the subdifferentials and superdifferentials ¢; are uniformly bounded (by the
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Lipschitz constants of u and v) and thus we can replace the use of the uniform continuity of
the Hamiltonian F with an easy estimation and the uniform continuity of «. Let us provide that
estimation in the simpler case when M is R” or the Hilbert space, just to get rid of parallel
transports. In this case Eq. (2) in the proof of Theorem 10 reads

A—e+abx)|l —akx)lsl <0,
and, if C is a common bound for « and the Lipschitz constants of u and v, we can estimate

a() g1l — a2l <a@n|lig ] = 1gl| + |a(n) —a) |2
<l = Ngall| + Clatxn) — a(x)|

)

3
< CES + Cla(x1) —a(x2)

hence, by letting ¢ go to 0 and using uniform continuity of «, we reach the same contradiction
as in the proof of Theorem 10.
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