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CHAPTER 1

The model

1. The �rst postulate

Postulate 1. Associated to any isolated physical system is a com-
plex Hilbert space known as the state space of the system. The system
is completely described by its state vector, which is a unit vector in the
state space.

The simplest quantum mechanichal system is the qubit. It is the sys-
tem whose associated vector space is a two dimensional Hilbert space.

We will use the notation {|0〉, |1〉} for the canonical basis of C2.
Therefore, an arbitrary state for a qubit is a vector

|ϕ〉 = a|0〉+ b|1〉
with a, b ∈ C, |a2|+ |b2| = 1.

We will often think of a qubit as a system that can be in the sit-
uations |0〉 or |1〉. In that case, when a 6= 0 6= b we will say that the
state is in a superposition of both situations.

2. The second postulate

Postulate 2. The evolution of an isolated physical system (with
associated Hilbert space H) is described by an unitary transformation.
That is, if the state of the system at time t1 is described by |ϕ1〉 and
the state of the system at t2 > t1 is described by |ϕ2〉, then there exist
a unitary operator U ∈ B(H) such that

|ϕ2〉 = U |ϕ1〉.

3. The third postulate

Postulate 3. In a given physical system with associated Hilbert
space H, quantum measurements are described by a collection {Mn}n ⊂
B(H) of measurement operators. The index n refers to the measure-
ment outcomes that may occur in the experiment. If the state of the
quantum system is |ψ〉 immediately before the measurement then the
probability that result n occurs is given by

p(n) = 〈ψ|M †
nMn|ψ〉,

3



4 1. THE MODEL

and the state of the system after the measurement is

Mn|ψ〉√
〈ψ|M †

nMn|ψ〉
.

Measurement operators satisfy∑
m

M †
nMn = I,

needed for the probabilities to sum to one.

One of the simplest examples is the measurement of a qubit in the
computational basis. This is de�ned by the measurement operators

M0 = |0〉〈0| and M1 = |1〉〈1|.

It is easy to see that both operators are selfadjoint, M †
iMi = M2

i =
Mi and M0 +M1 = 11.

It is also easy to check that, when we measure the state |ϕ〉 =
a0|0〉 + a1|1〉 the probability of obtaining measurement i is |ai|2 and
the state after measurement in that case is a

|a| |i〉. We will see later that

this is operationally equivalent to |i〉.

3.1. Distinguishability. One of the typical problems in quantum
information will be to distinguish two (or more) quantum states from
each other. That is, we have a particle in one of several possible states
and we want to �nd out in which of them the particle actually is.

We will study this problem now in the simplest case: distinguish
between two possible states.

Let us �rst assume that the states we want to distinguish, |ϕ1〉 and
|ϕ2〉 are orthogonal. Then we can choose the measurement operators
Mi = |ϕi〉〈ϕi〉 (i = 1, 2) and M0 = 11 −

∑
iMi. Note that all of these

operators are projections. Then, if |ϕ〉 is prepared in the state |ϕi〉
then

p(i) = 〈ϕ|Mi|ϕ〉 = 1.

Therefore, both states can be unambiguously distinguished.

Suppose now that we want to distinguish two states |ϕ1〉 and |ϕ2〉
which are not orthogonal. Let us prove that there is no way we can do
that:

Assume there is a measurement {Mn}n∈I capable of distinguishing
both states. In that case we must be able to decompose I = I1 ∪ I2
disjointly so that we can decide that the state is |ϕi〉 if the result
of the measurement is n0 ∈ Ii. Consider then the operators Ei =∑

n∈Ii M
†
nMn.
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We must have
〈ϕi|Ei|ϕi〉 = 1.

Since E1 +E2 = 11, we get 〈ϕ1|E2|ϕ1〉 = 0. Since E2 is positive, we
can write

0 = 〈ϕ1|E2|ϕ1〉 = 〈ϕ1|
√
E2

√
E2|ϕ1〉,

hence
√
E2|ϕ1〉 = 0.

Since |ϕ1〉 and |ϕ2〉 are not orthogonal, we know that there exist
α 6= 0 6= β and ψ orthogonal to ϕ1 such that |α|2 + |β|2 = 1 and

|ϕ2〉 = α|ϕ1〉+ β|ψ〉.
Then we must have√

E2|ϕ2〉 = α
√
E2|ϕ1〉+ β

√
E2|ψ〉 = β

√
E2|ψ〉,

but this is a contradiction since

|β
√
E2|ψ〉| ≤ |β| < 1

and
|
√
E2|ϕ2〉| = 1.

3.2. POVM Measurements. In many chances, we will not be
interested in the post-measurement state of our particle, but only in
the probabilities of the di�erent possible measurement outcomes. In
these cases, it is often more convenient to follow the formalism of the
so called Positive Operator Valued Measurements (POVM's):

Suppose a measurement {Mn}n de�ned as in Postulate 3. Then we
can de�ne the positive operators En = M †

nMn. We have that
∑

nEn =
11 and that the probability of obtaining outcome m is

p(m) = 〈ϕ|Em|ϕ〉.
Conversely, whenever we have a collection of positive operators

{En}n such that
∑

nEn = 11 we can de�ne the measurement {Mn}n
where Mn =

√
En.

3.3. Projective Measurements. In many applications, we will
be very interested in a special case of measurements called projective
measurements. These are measurements {Mn}n as in Postulate 3 with
the additional property that each the Mn's are orthogonal projections;
that is, they are selfadjoint and verify

MnMm = δmnMn.

In this case, we can de�ne an observable M as the Hermitian oper-
ator

M =
∑
n

nMn
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With this notation, the average value of the measurement is∑
n

np(n) =
∑
n

n〈ϕ|M †
nMn|ϕ〉 =

∑
n

n〈ϕ|Mn|ϕ〉 = 〈ϕ|M |ϕ〉.

Conversely, if we consider a Hermitian operatorM , we can consider
its espectral decomposition and write it like

M =
∑
n

λnPn,

where each Pn is a projection onto an eigenspace.

3.4. Heisenberg uncertainty principle. Recall that for a Her-
mitian operator M =

∑
n λnPn considered as a measurement acting on

a state ϕ, its average is

〈M〉 = 〈ϕ|M |ϕ〉.

Recall also that the standard deviation of this measurement is de�ned
like ∆(M), where

(∆(M))2 = 〈(M − 〈M〉)2〉 = 〈M2 + 〈M〉2 − 2M〈M〉〉 = 〈M2〉 − 〈M〉2

Suppose A,B are selfadjoint operators in B(H) and |ϕ〉 is a quan-
tum state. Suppose that A,B do not commute and that we have

〈ϕ|AB|ϕ〉 = a+ ıb.

Then

〈ϕ|[A,B]|ϕ〉 = 2ıb

and

〈ϕ|{A,B}|ϕ〉 = 2a.

Hence

|〈ϕ|[A,B]|ϕ〉|2 + |〈ϕ|{A,B}|ϕ〉|2 = 4|〈ϕ|AB|ϕ〉|2.
Moreover, by the Cauchy-Schwarz inequality we have

|〈ϕ|AB|ϕ〉|2 = |〈ϕA|Bϕ〉|2 ≤ 〈ϕA|Aϕ〉〈ϕB|Bϕ〉|2 = 〈ϕ|A2|ϕ〉〈ϕ|B2ϕ〉.

Therefore we get

|〈ϕ|[A,B]|ϕ〉|2 ≤ 4〈ϕ|A2|ϕ〉〈ϕ|B2ϕ〉.

If we consider now two observables C,D and we replace A,B for
C − 〈C〉, D − 〈D〉 we get

∆C∆D ≥ |〈ϕ|[C,D]|ϕ〉|
2

.
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So, if C and D do not commute, the standard deviations of the
probability distributions that we obtain when we measure many copies
of a state ϕ with them can not be simultaneously arbitrarily small.

3.5. Global phase. We claimed previously that the states |ϕ〉 and
eıθ|ϕ〉 were essentially equal. We can justify now that statement.

Assume that we measure both states with a measurement {Mn}n.
Then, the probability of outcome n is, in the second case,

〈ϕe−ıθ|M †
nMn|eıθϕ〉 = 〈ϕ|M †

nMn|ϕ〉,

therefore both states are operationally identical.

4. Fourth Postulate

Postulate 4. The state space of a composite physical system is the
tensor product of the state spaces of the component physical systems.
Moreover, if system number i is prepared in the state |ϕi〉 then the
composite system is in the state |ϕ1〉 ⊗ · · · ⊗ |ϕn〉

We will see later that this postulate allows us to modelize entan-
glement, a behavior that seems to be at the root of many of the most
surprising phenomena in quantum mechanics.

For the moment, with the aid of this postulate, we prove that pro-
jective measurements are as universal as general measurements, for as
long as we allow for the use of ancilla systems

Suppose we have a physical system with state spaceH, and we want
to perform a measurement {Mn}n∈I in it. To do this only with projec-
tive measurements, we introduce an auxiliary system (ancilla system)
with state space K, where K is a |I|-dimensional system with orthog-
onal basis (|n〉)n∈I .

Let |0〉 be a �xed state of K. Let

U : H ⊗ [|0〉] −→ H ⊗K

be de�ned by

U(ϕ0〉) =
∑
n∈I

Mn|ϕn〉.

Let us see that U preserves inner products on H ⊗ [|0〉]. Take |ϕ〉,
|ψ〉 ∈ H. Then

〈ϕ0|U †U |ψ0〉 =
∑
i,j

〈ϕi|M †
iMj|ψj〉 =

∑
i

〈ϕi|M †
iMi|ψi〉 =
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=
∑
i

〈ϕ|M †
iMi|ψ〉 = 〈ϕ|ψ〉 = 〈ϕ0|ψ0〉

It is an easy exercise now (do it!!) to see that in that case U can
be extended to an unitary operator (which we also call U)

U : H ⊗K −→ H ⊗K

Now we consider the projective measurement in the composite sys-
tem H ⊗K given by the projections Pn = 11H ⊗ |n〉〈n|. The state we
consider for the composite system is U |ϕ0〉 =

∑
nMnϕn〉.

In that case, the probability of outcome n taking place is

p(n) = 〈ϕ0|U †PnU |ϕ0〉 =
∑
i,j

〈ϕM †
i⊗i|11⊗|n〉〈n|Mjϕ⊗j〉 = 〈ϕ|M †

nMn|ϕ〉

and the post-measurement state in that case is

PnU |ϕ0〉√
〈ϕ0|U †PnU |ϕ0〉

=
Mn|ϕ× n〉√
〈ϕ|M †

nMnϕ〉
,

both results are exactly the same as if we would have considered the
measurement {Mn}n in the system H acting on the state |ϕ〉.

4.1. Joint measurements. In many cases, we will have a state in
a joint system formed by two or more parties and the parties will sep-
arately measure their part of their state. The following exercise should
help to understand the mathematical description of this situation.

Exercise 4.1. Consider a composite system HA⊗HB. Let {PA
i }i be

a measurement system in HA and let {QB
j }j be as measurement system

in HB. Prove that {PA
i ⊗ 11B}i {11A ⊗ QB

j }j and {PA
i ⊗ QB

j }i,j are
measurement systems in the joint system HA ⊗HB. The �rst of them
describes the situation when Alice measures with {PA

i }i and Bob does
nothing, the second describes the situation when Bob measures with
{QB

j }j and Alice does nothing and the third one describes the situation

when Alice measures with {PA
i }i and Bob measures with {QB

j }j
Now, describe mathematically the situation when �rst Alice mea-

sures with {PA
i }i and then Bob measures with {QB

j }j, and viceversa.

5. Density operator formalism

Before we introduce the density operator formalism, we will recall
some notions from linear algebra and operator algebras.
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5.1. Trace. let us recall the de�nition of trace of a matrix, and
some of its properties. We assume our Hilbert space H is �nite dimen-
sional, with dimension d. The main ideas of the following reasonings
extend to in�nite dimensional spaces, but we will not see this in this
course.

We recall �rst some notations and basic notions from linear algebra.
We use Md for the space of the d× d-dimensional matrices.

Definition 5.1. Given A ∈ Md, we de�ne A† = AT , that is, the
adjoint of the traspose matrix.

Definition 5.2. We say that a matrix U ∈Md is unitary if UU † =
U †U = 11, where 11 denotes the identity matrix.

Recall that the matrices associated to a change of basis (from one
orthonormal basis to another) are unitary matrices.

We recall now the de�nition of trace of a matrix.
For every matrix A ∈ Md we can de�ne its trace tr(A) as the sum

of the elements of the diagonal of A, that is,

tr(A) =
d∑
i=1

aii

.

Exercise 5.3. Show that trace is linear and cyclic. That is, show
that for any two matrices A,B ∈Md and for any two α, β ∈ C,

(1) tr(αA+ βB) = αtr(A) + βtr(B)
(2) tr(AB) = tr(BA)

Note that it follows from cyclicity that the trace of a matrix is
invariant by unitary transformations. That is, if U ∈Md is an unitary
matrix and A,B ∈Md are two matrices such that B = U †AU , then

tr(B) = tr(U †AU) = tr(UU †A) = tr(11A) = tr(A)

If we now consider an operator T : H −→ H and A,B are the
representing matrices of T with respect to two di�erent orthogonal
basis, we know from linear algebra that there exists an unitary matrix
U such that B = U †AU .

Since, it that case, tr(A) = tr(B), it follows that we can de�ne the
trace of T as the trace of any of its representing matrices. It is now
very simple to see that, given a basis {|i〉}di=1 of H,

tr(T ) =
d∑
i=1

〈i|A|i〉.
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We will often use the following property of the trace. Let |ϕ〉 ∈ H
be a norm one vector and consider the rank one operator |ϕ〉〈ϕ| :
H −→ H. Note that this operator is the projection onto the direction
of |ϕ〉. Let T ∈ B(H) be an arbitrary operator. We want to evaluate
tr(T |ϕ〉〈ϕ|). To do this, �rst we extend |ϕ〉 to a basis {|i〉} of H, where
|ϕ〉 = |1〉. Then

tr(T |ϕ〉〈ϕ|) =
∑
i

〈i|T |ϕ〉〈ϕ|i〉 = 〈ϕ|T |ϕ〉,

where the last equality follows from the orthogonality of the basis.

5.2. Singular value decomposition and trace norm. (You do
not need this subsection!!)

We recall the singular value decomposition (SVD) of a square ma-
trix A.

Consider an n × n square matrix A. Then, the matrix AA† is
semide�nite positive. Therefore, there exists a unitary matrix U and a
positive diagonal matrix Λ such that

AA† = UΛU †

The elements λ1, . . . , λn in the diagonal of Λ are the eigenvalues of
AA†, and they verify λi ≥ 0 for every 1 ≤ i ≤ n. Then, we can de�ne
the diagonal matrix Σ =

√
Λ, that is, the diagonal matrix formed by

the elements σi =
√
λi.

These elements σ1, . . . , σn are called the singular values of A. We
de�ne a matrix V † by Σ−1U †A. Note that V † is unitary, since

V †V = Σ−1U †AA†UΣ−1 = Σ−1U †UΛU †UΣ−1 = Σ−1ΛΣ−1 = I

The SVD decomposition of A is then

A = UΣV †

.
Given A = UΣV † as above, we de�ne the trace norm of A by

‖A‖1 =
∑
i

σi

Exercise 5.4. Check that the trace norm is indeed a norm. Not to-
tally obvious the triangle inequality. One possible path is the following.
Prove that

‖A‖1 = sup{|tr(BA)|; B ∈Mn(C), ‖B‖ ≤ 1}(1)

To do this, show that |tr(BA)| ≤ ‖B‖|tr(A)‖ ≤ ‖B‖‖A‖1. For the
other inequality, choose B = V U †, where A = UΣV † is the SVD of A.

Once (1) is proved, the triangle inequality follows fast.
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Definition 5.5. Given a Hilbert space H, �nite dimensional for
simplicity, we de�ne S1(H) as the normed space of the operators T :
H −→ H, endowed with the trace norm.

5.3. Positive operators. We recall the de�nition of positive op-
erators.

Definition 5.6. Given a Hilbert space H, an operator T : H −→ H
is said to be positive if, for every |ϕ〉 ∈ H, one has

〈ϕ|T |ϕ〉 ≥ 0

Exercise 5.7. Given a �nite dimensional Hilbert space H, an op-
erator T : H −→ H is positive if and only if its associated matrix (in
any given basis) is semide�nite positive.

Exercise 5.8. Given a �nite dimensional Hilbert space H, and an
operator T : H −→ H, if T is positive then T is self-adjoint (also called
Hermitian). Hints: Decompose T = A + ıB, with A,B Hermitian.
Prove that, for Hermitian operators 〈ϕ|A|ϕ〉 ∈ R for every |ϕ〉 ∈ H,
and same for B. Now, use this property and the decomposition of T to
show that B = 0 and, hence, A = T .

We will use often that Hermitian operators (and, in particular, pos-
itive operators) are diagonalizable.

5.4. Density operator formalism. So far we have described the
state of a physical system as a unit vector in the Hilbert spaceH. There
is an equivalent description where states are no longer elements in the
Hilbert space but trace class operators on it. This last description o�ers
advantages in certain problems, specially (but not only) when dealing
with real experiments and systems where noise is always present. We
describe next this formalism.

The situation we often face is that we will not know that our system
is in a state |ϕ〉, but rather we will know that our system is in one of
the states |ϕi〉, with probability pi respectively.

Remark 5.9. When you begin studying quantum information, it is
very easy to confuse this notion with the previous notion of quantum
superposition. Please observe that both notions are essentially di�erent.
If you have questions regarding this, please ask!

Therefore, we would like to consider something like the �state�∑
i

pi|ϕi〉
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but the problem is that this is not a state anymore, since it does not
have norm one.

A way to circumvent this di�culty is to associate each state |ϕ〉
to the operator |ϕ〉〈ϕ| ∈ S1(H), where S1(H) is the set of the positive
operators ρ : H −→ H with trace one. Following the previous notation,
we will call states to these kind of operators ρ : H −→ H.

Now, if we have a state as in the previous situation we can describe
it with the positive trace 1 operator

ρ =
∑
i

pi|ϕi〉〈ϕi|.

ρ is called the density operator or density matrix.
To see that ρ is indeed positive note that, for any ψ ∈ H,

〈ψ|ρ|ψ〉 =
∑
i

pi〈ψ|ϕi〉〈ϕi|ψ〉 =
∑
i

pi|〈ϕi|ψ〉|2 ≥ 0

Conversely, assume we have a positive trace one operator ρ ∈ B(H).
Being positive, ρ is diagonalizable. That is, it admits an spectral de-
composition

ρ =
∑
j

λj|j〉〈j|,

where the eigenvectors |j〉 are orthogonal, with norm 1, and the eigen-
values λj are real, positive and verify

∑
j λj = 1 (because ρ has trace

1 and trace is unitarily invariant).
Therefore, we can see the numbers λj as the probabilities of our

system being in the state |j〉.
Note also that if we now have our system with probability qj de-

scribed by the density operator ρj =
∑

i pij|ϕij〉〈ϕij| then

ρ =
∑
j

qjρj =
∑
ij

qjpij|ϕij〉〈ϕij|

is again a density operator, and it describes our system.
Therefore, Postulate 1 now says

Postulate' 1. Associated to any isolated physical is a complex
Hilbert space known as the state space of the system. The state of
the system is completely described by its density operator, which is a
positive operator ρ ∈ S1(H) ⊂ B(H) with trace one. If the system is in
the state ρi with probability pi, then the density operator for the system
is
∑

i piρi.

We will often use the notation pure states for the states of the form
|ϕ〉 and mixed states for states of the form ρ =

∑
i pi|ϕi〉〈ϕi|.
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The evolution of a system H is, like before, given by unitaries on
H. To see how they act on ρ =

∑
i pi|ϕi〉〈ϕi|, just notice that if the

system initially is in the state |ϕi〉 with probability pi, then after the
evolution given by U it will be in state U |ϕi〉 with probability pi, hence
the associated density operator will be∑

i

pi|ϕiU〉〈U †ϕi| = U

(∑
i

pi|ϕi〉〈ϕi|

)
U † = UρU †.

Therefore, the second postulate now says

Postulate' 2. The evolution of an isolated physical system (with
associated Hilbert space H) is described by an unitary transformation.
That is, if the state of the system at time t1 is described by ρ1 and
the state of the system at t2 > t1 is described by ρ2, then there exist a
unitary operator U ∈ B(H) such that

ρ2 = Uρ1U
†.

As for the measurements, suppose we measure with a measurement
{Mn} a mixed state ρ =

∑
i pi|ϕi〉〈ϕi|. If the initial state is |ϕi〉 then

the probability of outcome n taking place is

p(n|i) = 〈ϕi|M †
nMn|ϕi〉 = tr(M †

nMn|ϕi〈〉ϕi|).
Therefore, the total probability of outcome n is

p(n) =
∑
i

p(n|i)pi =
∑
i

pitr(M
†
nMn|ϕi〈〉ϕi|) = tr(M †

nMnρ)

With similar reasonings, we can see that the post-measurement
state of the system when outcome n has taken place is

MnρM
†
n

tr(MnρM
†
n)

. That is, our third postulate in this formalism reads

Postulate' 3. In a given physical system with associated Hilbert
space H, quantum measurements are described by a collection {Mn}n ⊂
B(H) of measurement operators. The index n refers to the measure-
ment outcomes that may occur in the experiment. If the state of the
quantum system is ρ immediately before the measurement then the prob-
ability that result n occurs is given by

p(n) = tr(M †
nMnρ),

and the state of the system after the measurement is

MnρM
†
n

tr(MnρM
†
n)
.
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Measurement operators satisfy∑
m

M †
nMn = I,

needed for the probabilities to sum to one.

A simple consequence of the separate linearity of tensor products is

Postulate' 4. The state space of a composite physical system is
the tensor product of the state spaces of the component physical sys-
tems. Moreover, if system number i is prepared in the state ρi then the
composite system is in the state ρ1 ⊗ · · · ⊗ ρn

Exercise 5.10. Suppose we have a composite system HA ⊗ HB.
Suppose system A is prepared in the state ρA =

∑
i piϕi〉〈ϕi and system

B is prepared in state ρB =
∑

j qjψj〉〈ψj. Check that

ρA ⊗ ρB =
∑
i,j

piqj(ϕi ⊗ ψj)〉〈(ϕi ⊗ ψj)

This is essentially trivial.

6. Partial trace

Suppose we have a composite physical system made up of the sub-
systems HA and HB. Then the Hilbert space associated to the global
system is HA ⊗ HB and the state of the system is described by the
density operator ρAB. Sometimes we need to describe the �A part� of
our state. For that we de�ne the partial trace trB as the linear operator

trB : S1(HA ⊗HB) −→ S1(HA)

de�ned on elementary tensors by

trB(|a1〉〈a2| ⊗ |b1〉〈b2|) = |a1〉〈a2|tr(|b1〉〈b2|),

where tr(|b1〉〈b2|) is the usual trace in HB, hence equal to 〈b2|b1〉.
Let us see some examples of the action of the partial trace.

Exercise 6.1. Suppose the simplest case, where ρAB = ρA ⊗ ρB
and ρA, ρB are as in Exercise 0.5. Check that, in that case,

trB(ρAB) = ρAtr(ρB) = ρA

Note that this is the result we would expect: if Alice and Bob have
a non-entangled pair ρA ⊗ ρB, then Alice's part must be ρA and Bob's
part must be ρB
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To see that things are in general not so simple, consider the EPR
state

|ϕ〉 =
|00〉+ |11〉√

2
.

Its associated density operator is

ρAB =

(
|00〉+ |11〉√

2

)(
〈00|+ 〈11|√

2

)
=
|00〉〈00|+ |11〉〈00|+ |00〉〈11|+ |11〉〈11|

2

Then

ρA = trB(ρAB) =
trB(|00〉〈00|) + trB(|11〉〈00|) + trB(|00〉〈11|) + trB(|11〉〈11|)

2
=

=
|0〉〈0|〈0|0〉+ |1〉〈0|〈0|1〉+ |0〉〈1|〈1|0〉+ |1〉〈1|〈1|1〉

2
=
|0〉〈0|+ |1〉〈1|

2
=

11

2
Note that in this case the original state ρAB is a pure state, about

which we have maximal knowledge, whereas ρA is a mixed state, and
indeed the identity, which is equivalent to not knowing anything!!

Let us show that the partial trace gives the �correct� statistics.
Suppose we have a system A where we measure an observable M =∑

mmPm ∈ B(H). If we consider now a composite system A⊗B, then
the corresponding observable in this system is M ⊗ 11B =

∑
mmPm ⊗

11B, in the sense that, for any |ϕ〈⊗|ψ〉 ∈ A ⊗ B, the probability of
obtaining outcome m is

p(m) = 〈ϕ⊗ ψ|Pm ⊗ 11B|ϕ⊗ ψ〉 = 〈ϕ|Pm|ϕ〉〈ψ|11B|ψ〉 = 〈ϕ|Pm|ϕ〉

which coincides with the probability of obtaining outcome m if we
measure only in the system A.

Consider now again both systems A and B, and an observable M
in the system A. Suppose we have the system in the state ρAB and we
want to �nd a state ρA for system A which veri�es that the average
value we obtain when measure ρA with M coincides with the average
value we obtain when we measure ρAB with M ⊗ 11B. That is, we want

tr(MρA) = tr(M ⊗ 11ABρAB)

Note that, if ρAB = |a1〉〈a2|⊗|b1〉〈b2, then trB(ρAB) = |a1〉〈a2|〈b2|b1〉
and

tr(M⊗11ABρAB) = tr(M⊗11AB|a1〉〈a2|⊗|b1〉〈b2) = trA(M |a1〉〈a2|)trB(|b1〉〈b2),

which is what we wanted.
It can also be proved that the partial trace is the only function

verifying this.
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7. Pauli matrices

We will often make use of the following matrices, which play a
prominent role when dealing with qbits.

X = σX =

(
0 1
1 0

)

Y = σY =

(
0 −ı
ı 0

)

Z = σZ =

(
1 0
0 −1

)
Note that they are all self adjoint and they all verify that their

eigenvalues are ±1. Therefore, they can be seen as the observable
associated to the a ±1 valued measurement in the corresponding basis
of eigenvalues.

8. No-cloning

In classical information, one takes for granted that information can
be copied, and this is an important fact in many areas (criptography,
memories, transmission, etc). We show now that, in general, quantum
information can not be copied. The result is called the no-cloning
theorem.

Theorem 8.1 (No-cloning). There is no quantum operation that we
can perform on a system (of dimension at least 2) that will duplicate
the (quantum) state of that system.

Proof. We give two proofs. For the �rst proof, suppose such quan-
tum operation exists. Call HA the system whose state is going to be
duplicated in another system HB, with potentially the help of an an-
cilla system HE. Then our quantum operation U : HA⊗HB ⊗HE −→
HA⊗HB ⊗HE starts out initializing the system HB and the ancilla in
two states |R〉, |M〉, and, for every choice of a state |ϕ〉 ∈ HA veri�es

U(|ϕRM〉) = |ϕϕM(ϕ)〉

In that case, consider two orthogonal di�erent states |0〉, |1〉 ∈ HA,
and a superposition state |ϕ〉 = α|0〉+ β|1〉. Then we have

U(|0RM〉) =|00M(0)〉
U(|1RM〉) =|11M(1)〉
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In that case, U(|ϕRM〉) must verify, on the one hand, being |ϕ〉 itself
a state that can be cloned,

U(|ϕRM〉) =|ϕϕM(ϕ)〉 = (α|0〉+ β|1〉)(α|0〉+ β|1〉M(ϕ)〉 =

(α2|00〉+ αβ(|01〉+ |10〉) + β2|11〉)M(|ϕ〉)

and, on the other hand, it follows from linearity that

U(|ϕRM〉) =αU(|0RM〉) + βU(|0RM〉) = α|00M(0)〉+ β|11M(1)〉,

which clearly can not coincide with the expression above.

For a di�erent proof, note that unitary operators are isometries,
and, therefore, preserve scalar products. Therefore, for every |ϕ〉, |ψ〉 ∈
HA, we have

〈ϕRM |ψRM〉 = 〈ϕ|ψ〉〈R|R〉〈M |M〉 = 〈ϕ|ψ〉 =

〈U(〈ϕRM)|U(ψRM〉)〉 = 〈ϕ|ψ〉2〈M(ϕ)|M(ψ)〉.

which is not possible (think of the modulus of the corresponding com-
plex numbers). �

9. Teleportation

Even though quantum states can not be cloned, they can be tele-
ported without physically moving the particles on which they are sup-
ported.

The situation is as follows. Suppose Alice's system is a 2-dimensional
Hilbert space HA (a q-bit) prepared in the state |φ〉 = a|0〉+b|1〉, where
|0〉, |1〉 is a �xed orthonormal basis.

Alice wants to teleport her state to Bob. That is, she wants Bob
to have a state in exactly the same superposition between |0〉 and |1〉
that she has. In order to do this, she can not measure the state, since
measuring it would destroy it.

Rather than this, we assume that Alice and Bob share an EPR pair
|EPR〉 = 1√

2
(|00〉+ |11〉). So, the whole system is C2⊗C2⊗C2 and is

originally in the state

1√
2

(a|0〉(|00〉+ |11〉) + b|1〉(|00〉+ |11〉))

TO BE CONTINUED!
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10. Bell inequalities

10.1. Correlations in EPR. Consider the state

|ϕ〉 =
|00〉+ |11〉√

2
.

Assume we give the �rst qubit to Alice and the second qubit to
Bob. Suppose both Alice and Bob measure in the computational basis
in their respective particles. Call P0, P1 to the projections in Alice's
lab, and Q0, Q1 to the projections in Bob's lab. Then the projections
for the composite system are∑

i,j

Pi ⊗Qj =
∑
i,j

(Pi ⊗ 11B)(11A ⊗Qj).

Then, necessarily Alice and Bob get the same result in their mea-
surements.

Exercise 10.1. Prove this last statement. That is, prove that if
Alice and Bob share the state |ϕ〉 = |00〉+|11〉√

2
and they each measure

separately in the computatioal basis, then their outcomes will coincide
with probability 1.

To do this, �rst read Subsection 4.1 and do Exercise 0.1.

We forget now for a moment about quantum mechanics and we per-
form the following thought experiment. Charlie prepares two particles,
in whatever way he wants, and he sends one of these particles to Alice
and the other one to Bob. Upon receiving her particle, Alice �ips a
coin. If she gets heads, she measures property Q of the particle. We
assume that this measurement can only take the two values ±1. If she
gets tails, then she measures property R, getting again a result of ±1.
Bob does the same with his particle, and let us call S, T to the prop-
erties he measures, again with possible outcomes ±1. We assume that
Alice and Bob can perform their measurements in a causally discon-
nected manner (that is, su�ciently simultaneously and far apart that
the outcome of Alice's measurement can not in�uence Bob's measure-
ment and viceversa). We assume Charlie can prepare similar pairs of
particles once and again.

We consider now the number

RS +QS +RT −QT = (R +Q)S + (R−Q)T.

Clearly either (Q+R) or (R−Q) is 0, and therefore

QS +RS +RT −QT = ±2.
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Call p(q, r, s, t) to the probability (in a possible probability space of
�hidden variables�) that, for a given preparation of the pair of particles
Q = q, R = r, etc. Then

E(QS) + E(RS) + E(RT )− E(QT ) = E(QS +RS +RT −QT ) =

=
∑
q,r,s,t

p(q, r, s, t)(qs+ rs+ rt− qt) ≤ 2
∑
q,r,s,t

p(q, r, s, t) = 2

In order to describe the above situation in the quantum mechanical
setting, let us �rst detail the calculus of bipartite correlations with ob-
servables when Alice and Bob each measure with a ±1 valued measure.
Call A+, A−, B+, B− to the corresponding hermitian positive operators
verifying

A+ + A− = B+ +B− = 11

We have that A± ∈ B(HA) and B± ∈ HB. To re�ect the action
of each of these measurements in the joint system, we must actually
consider the operators A± ⊗ 11B, 11A ⊗B± ∈ B(HA ⊗HB.

Then, the probability of Alice and Bob each obtaining +1 in their
measurement is

〈ϕ|A+ ⊗ 11|11⊗B+|ϕ〉 = 〈ϕ|A+ ⊗B+|ϕ〉,

and similarly for the other possible outcomes. Therefore, the expecta-
tion of the product of their outcomes is

E(AB) = P(1, 1) + P(−1,−1)− P(−1, 1)− P(1,−1) =

= 〈ϕ|A+ ⊗B+|ϕ〉+ 〈ϕ|A− ⊗B−|ϕ〉−
− 〈ϕ|A− ⊗B+|ϕ〉 − 〈ϕ|A+ ⊗B−|ϕ〉 =

= 〈ϕ|A⊗B|ϕ〉

We now go back to quantum mechanics. First, we describe the
above experiment with quantum mechanical resources. Alice's and
Bob's joint system is described by a Hilbert space HA ⊗ HB. The
particles Charlie sends them are prepared in a state |ϕ〉 ∈ HA ⊗HB.

When receiving their particle, Alice and Bob will measure the cor-
responding ±1 valued property. This corresponds to choosing measure-
ments Q+, Q−, etc

Assume Charlie prepares both particles in the state

|ϕ〉 =
|01〉 − |10〉√

2

The �rst qubit goes to Alice, the second to Bob.
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Alice then measures with the observables Q = Z, R = X and Bob
measures with observables S = −Z−X√

2
, T = Z2−X2√

2
. Then

〈QS〉 =
1√
2
, 〈RS〉 =

1√
2
, 〈RT 〉 =

1√
2
, 〈QT 〉 = − 1√

2
,

hence

〈QS〉+ 〈RS〉+ 〈RT 〉 − 〈QT 〉 = 2
√

2

Uppss!!!!!!!!!!!This is what is called a violation of a Bell inequality.
It has been experimentally veri�ed. Therefore, the universe can not be
simultaneously local and realistic.

Exercise 10.2. Check all the calculations above in full detail. In
particular, check that the observables Q,R, S, T above de�ned are in-
deed ±1 valued measurement systems, and check that the probabilities
obtained are indeed the ones above stated.



CHAPTER 2

Quantum criptography

Modern criptography is strongly based on RSA and other public
key cryptosystems. Their big advantage is that they work over a public
channel. Their main disadvantege is that their security is based on the
computational weakness of the adversary. Most likely, the messages
encoded with RSA and sent today will be easy to decipher with the
computers that will exist in ten or twenty years.

Before public key criptosystems were invented, criptography used
to be based on private keys.

The simplest, and most secure, private key criptosystem is the one-
time pad, or Vernam cipher.

In this system, Alice and Bob share an n-bit secret key random
string. Alices encodes her n-bit message adding it to the key. Then
she sends it over a public channel and Bob decodes it substracting the
key from the message.

If the key is known to be totally secret and it is used only once,
then this protocol is provably totally secure.

The main di�culty with this protocol is the distribution of the keys.
In particular, since the one-time pad is secure only as long as the key

is used just once, Alice and Bob need to share as many bits as the length
of the message. Before the development of quantum criptography, the
only known way to do this was that Alice and Bob meet in advance,
share the key, and keep it for later use.

Quantum Key Distribution, QKD, allows Alice and Bob the cre-
ation of a provably secure key over a public channel. Therefore, it aims
to keep the best of both worlds: provable security over a public chan-
nel. The main disadvantage of QKD systems so far is that they do not
work (with security) over long distances and that, so far, they are slow
creating the key. Both limitations should improve as technology does.

1. BB84

The protocol BB84 was designed by Bennett and Brassard in 1984.
Using it, Alice and Bob can, using only a public (quantum) channel,

21
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generate a private key, and they can prove that the mutual information
between their key and a possible eavesdropper is arbitrarily small.

The only requirement will be that they can communicate qbits over
a public channel with a low error rate, below certain threshold.

This is the main obstacle so far for practical implementations, since
transmission of quantum bits along long distances is not easy.

In this notes, we will present the protocol BB84. We will show how
it works and we will proceed as far as we can with the proof of its
security.

The proof of security is not simple. When Bennet and Brassard pre-
sented their protocol, they proved it secure against a limited amount of
attacks. Next proofs of security took more than 10 years to appear, and
the most general proof have to wait over 20 years since the appearance
of the protocol.

This means, that will not be able in this course to go through a
full formal proof. But we will present rigorously several of the needed
steps, and most of the relevant ideas.

The main idea behind the security of BB84, and QKD in general,
is that information gain implies disturbance. That is, if our favorite
eavesdropper, Eve, interacts with the sent qbits, either she gains no
information or she modi�es the qbits. In this last case, Alice and Bob
will be able to detect this modi�cation and will abort the protocol.

Before we prove formally that information gain implies disturbance,
we remark that both the proof and the idea are very much related to
the no-cloning theorem.

Note that the no-cloning theorem tells us that Eve cannot just in-
tercept the communication, copy the state, keep it and send the original
one to Bob. This could only be done if the states were known to be all
in an orthogonal family. That is, if they were actually �only� classical
information.

1.1. Information gain implies disturbance. Let φ, ψ ∈ H be
two non-orthogonal quantum states about which Eve is trying to obtain
information. That is, there will be a setting, which we could think that
is going to be repeated many times, where one of φ, ψ will arrive to
Eve, without she knowing a priori which of them will be. She can do
with the received states any operation allowed by quantum mechanics
and, afterwards, she has to send again the state. She also wants to
extract some information about which state was, the probability of one
of them appearing, or any other information. We will prove that she
can not do this without modifying one, or both, of φ, ψ.
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What could she do to obtain information?. The most general action
she could do (see Section 8.2 in [1]) would be:

• Prepare an ancillary system in a state |u〉 ∈ E. We denote by
E the ancillary system.
• Unitarily evolve the joint system. That is, implement an uni-
tary operator U : H ⊗ E −→ H ⊗ E. This unitary evolution
will verify

U(|ψ〉 ⊗ |u〉) = |ψ′〉 ⊗ |uψ〉

U(|φ〉 ⊗ |u〉) = |φ′〉 ⊗ |uφ〉
• Then, Eve will send |uψ〉 or |uφ〉 to Bob and she keeps |ψ′〉,
|φ′〉 to gain information from them.

In order not to disturb the states, she needs |uψ〉 = |ψ〉 and |uφ〉 =
|φ〉. But unitary evolutions are isometries. Therefore, they preserve
inner products. This means that the product

(〈φ| ⊗ 〈u|)|(|ψ〉 ⊗ |u〉) = 〈φ|ψ〉〈u|u〉 = 〈φ|ψ〉
must coincide with

((〈φ′| ⊗ 〈uφ|)|(|ψ′〉 ⊗ |uψ)〉 = 〈φ′|ψ′〉〈uφ|uψ〉
If we use |uψ〉 = |ψ〉 and |uφ〉 = |φ〉, we obtain

(2) 〈φ|ψ〉 = 〈φ′|ψ′〉〈φ|ψ〉.
Now, if |φ〉, |ψ〉 are orthogonal, then 〈φ|ψ〉 = 0 and Equation 2 is

always true.
But if |φ〉, |ψ〉 are not orthogonal, Equation 2 holds if and only if

〈φ′|ψ′〉 = 1, which in turn implies that |φ′〉 = |ψ′〉 and, therefore, Eve
can not obtain from them di�erent information for the case |φ〉 and
|ψ〉.

Or, read the other way, if Eve wants to obtain information, she will
need |φ′〉 6= |ψ′〉, and she can only achieve this disturbing the states,
that is, making |uψ〉 6= |ψ〉 or |uφ〉 6= |φ〉.

Note that the reasonings above work whenver |φ〉, |ψ〉 are not or-
thogonal. BB84, and, in general, QKD protocols, will rely on that fact.
Alice will send non orthogonal states so that, if Eve tampers with them,
she will disturb the states and Alice and Bob will be able to detect this
and they abort the protocol.

Otherwise, that is, if the states have not been tampered with, they
know no one has eavesdropped.
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1.2. BB84 protocol. We start now the main part of this course,
the study of the BB84 protocol.

First of all, we describe the protocol.

(1) Alice has two random bit strings a,b ∈ {0, 1}(4+δ)n. We denote
the ith bits of a,b by ai, bi. Alice selects a,b in such way that
each of the bits ai, bj is independent from the rest, and each
has probability 1

2
of being 0 or 1. In this expression, δ > 0 is

a parameter which we will �x later.
(2) She encodes the strings as a state

|ψ〉 = ⊗(4+δ)n
i=1 |ψai,bi〉 ∈ ⊗

(4+δ)n
i=1 C2

So |ψ〉 is a state made of (4+δ)n qbits. Each of these qbits
is de�ned by

|ψai,bi〉 =


|0〉 if a1 = 0, bi = 0

|1〉 if a1 = 1, bi = 0

|+〉 if a1 = 0, bi = 1

|−〉 if a1 = 1, bi = 1

Remember that |+〉 = 1√
2
(|0〉+ |1〉) and |−〉 = 1√

2
(|0〉−|1〉)

What is Alice doing? She looks at the bit bi to decide
whether to use the canonical basis {|0〉, |1〉} or the {|+〉, |−〉}
basis. In either case, she codi�es bit ai in the basis indicated
by bi

Exercise 1.1. Check that {|+〉, |−〉} is an orthogonal basis
of C2

Exercise 1.2. Check that |ψ0,0〉, |ψ1,0〉 are orthogonal to
each other and so are |ψ0,1〉, |ψ1,1〉, but |ψi,0〉 is never orthog-
onal to |ψj,1〉.

(3) Alice sends |ψ〉 = ⊗(4+δ)n
i=1 |ψai,bi〉 to Bob over a public (quan-

tum) channel E .
(4) Bob receives E(|ψ〉) and announces reception. Note that E(|ψ〉)

could a priori be di�erent from |ψ〉, because of noise in the
channel and/or tampering from Eve.

Note, since Bob does not know in which basis to measure,
he, or Eve had she received the bits, can not yet do much with
the received qbits.

In the next two exercises, suppose for the sake of simpli�-
cation that Bob (or Eve) received exactly |ψ〉.
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Exercise 1.3. Check that if Bob measures qbit |ψi〉 in the
basis indicated by bi, he obtains bit ai with probability 1. Check
also that if he measures |ψi〉 in the basis not indicated by bi,
then he obtains ai with probability

1
2
(and ai⊕1 with probability

1
2
).

This exercise is very simple and totally crucial for an un-
derstanding of BB84. Do it with full detail. If you have any
doubt, please ask!!

(5) Bob measures the state he received. To do this he generates
�rst a uniformly random bit chain b′ ∈ {0, 1}(4+δ)n, and then
he measures each of the qbits |ψi〉 in the basis indicated by b′i.
Let us call a′ ∈ {0, 1}(4+δ)n to the bit chain Bob obtains.

(6) Bob announces he has �nished measuring. He does not send
a′.

(7) Now, Alice announces b and Bob announces b′. In (aproxi-
mately) half of the positions bi 6= b′i. The qbits and measure-
ments corresponding to those positions are discarded and they
are not used any more in the rest of the protocol.

They keep the other half of the bits. In those, if there were
no transmission errors and no tampering from Eve, we would
have always ai = a′i. That is, Alice and Bob would be sharing
a random 2n-bit chain.

But:
-Typically quantum channels induce errors
-Eve might have eavesdropped, and she would have per-

turbed the bit chain.
The goal of Alice and Bob now is to remove errors (this is

called error correction) and to reduce the mutual information
between Eve and the shared chain of bits they will e�ectively
use. This is called privacy ampli�cation.

Assume the length of the not removed part of the chain is
at least 2n. We will see later that δ is chosen to make sure
this happens with high enough probability. Alice and Bob now
want to test how much noise, or tampering, they have in their
useful bits.

(8) Alice chooses n out of the 2n bits, and announces which ones
she chose.

(9) Alice and Bob both announce over a public channel the bits
they have in those positions. If there are more than t not
coincident bits, they abort. The parameter t will be chosen
later.
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(10) If they did not abort, Alice and Bob do information recon-
ciliation and privacy ampli�cation on the remaning n bits to
obtain a string of m ≤ n bits of shared key for which the
mutual information with Eve is as small as desired.

Let us see an example of a possible transmission and attack of Eve.

Example 1.4. Suppose Alice generates a = 01010100 and b =
11011001. Suppose Eve intercepts the communication, measures each of
the qbits in a given basis. Say the string of Eve's basis is l = 11000011.
She measures each qbit with the corresponding basis and sends along
the postmeasurement state. Bob, receives the qbits resent by Eve and he
measures with the basis indicated by the random chain b′ = 11000101.

Let us analyze the results. Whenever Eve measures in the same
basis as Alice used to encode the qbit, she obtains the encoded qbit with
probability 1 and sends along that same qbit. Therefore, her presence
goes undetected. But, whenever she measures in the wrong basis, she
obtains the right bit with probability 1

2
, and sends along a qbit in this

wrong basis.
We will use the notation (0, 1) (respectively (+,−)) to denote that

an agent obtains |0〉, |1〉 (resp. |+〉, |−〉) with probability 1
2
.

Encode a = 01010100 with b = 11011001 and note that Alice will
be sending

|+〉|−〉|0〉|−〉|+〉|1〉|0〉|+〉
When Eve measures in the basis indicated by l = 11000011, she will

get

|+〉|−〉|0〉(0, 1)(0, 1)|1〉(+,−)|+〉
and will send this along to Bob.
When Bob now measures with the basis indicated by b′ = 11000101

he will get

|+〉|−〉|0〉(0, 1)(0, 1)|1〉(0, 1)|+〉
You can see that in position 7, Bob would have got |0〉 with probabil-

ity 1, but the action of Eve causes him to obtain |0〉, |1〉 with probability
1
2
.

In general, it is easy to see (do it!) that if Eve follows this strategy
(measure with a randomly selected basis the intercepted qbits and send
to Bob the postmeasurement state), the the probability of Eve choosing
the wrong basis is 1

2
, the probability of Eve introducing an error in

Bob's measurement is 1
4
and the probability of Eve learning a correct
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bit is 1
2
. So, she introduces one error for each two bits she learns, and

that way she can be detected.
This is the basic idea. The formalization of the fact that, not matter

what strategy Eve follows, this same idea will remain essentially true,
is not easy. In our search for a proof, we will visit important notions in
Quantum Information Theory, together with some facts on (classical)
linear error correcting codes.

We leave as an exercise the theoretical justi�cation for step (7) in
the protocol. It is a non trivial probability theory exercise.

Exercise 1.5. Consider two strings a, b of 2n bits. Suppose that,
for each position in the string, the probability that ai = bi is the same.
We choose randomly n bits of the string and we �nd that they di�er in
µn bits, with 0 < µ < 1. Prove that the probability that the remaining
n bits di�er in more than (µ+ ε)n bits is smaller than ??

2. BB84 a la EPR

In the previous section we have seen the BB84 protocol. In it,
the roles of Alice and Bob are apparently di�erent, and do not seem
interchangeable. In this section we present another protocol, based on
shared EPR pairs, which is totally equivalent to BB84 but the roles of
Alice and Bob are now clearly symmetric.

We describe the protocol.

(1) In this new protocol, there is a third party, Charlie, which

prepares (4 + δ)n EPR pairs |00〉+|11〉√
2

and, for each pair, sends

one of the particles to Alice and the other one to Bob.
(2) Alice and Bob receive their particles and they announce so.
(3) They could have a longer chain (say 8n long) and use half of

the chain to check that they maximally violate CHSH. This
guarantees that they do indeed have entangled EPR pairs. We
will not see this in this course.

(4) Each of them chooses randomly a (4 + δ)n bit string. We will
call, as before, b to Alice's string and b′ to Bob's string.

(5) Now, each of them measures his/her part of the EPR states. In
the ith pair, each of them measures with the basis indicated by
bi and b

′
i. That is, Alice measures her ith qbit in the {|0〉, |1〉}

basis if bi = 0 and she measures it in the {|+〉, |−〉} basis if
bi = 1. Bob does the same with b′i.

(6) After measuring, they both announce they have measured.
Next, they both announce their bit strings b and b′. The
positions i where bi 6= bi are discarded and those bits are not
used any more during the protocol
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(7) In the rest of the positions, if there was no noise in the channel
and no eavesdropper, they share exactly the same bits.

Exercise 2.1. In Exercise 0.8 you proved that if Alice and
Bob share an EPR state and they each measure separately in
the computational basis, then their outcomes will coincide with
probability 1. Prove now that this is also the case if they mesure
separately in the {|+〉, |−〉} basis. Prove also that actually the
result is also true no matter in which orthogonal basis they
measure (for as long as they both use the same one). Or,
put in another way, prove that when Alice measures with an
orthogonal basis and obtains a result, Bob's state collapses to
that same state. This phenomenom is called steering: Alice's
measurement steers Bob's state.

Note that, in this point, the situation is indistisguishable from the
situation after point (7) in the BB84 protocol.
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Classical error correcting codes

Alice and Bob will have to do error correction in their transmission.
It is not obvious that quantum error correction can be done. We will
see that it indeed can be done. In order to understand how, we need to
understand �rst classical error correction, in particular classical linear
error correction.

Let us forget for the moment about quantum mechanics, and con-
sider the situation of classical communication. We all know that trans-
mission channels are physically imperfect and can induce errors in the
communication. To deal with those, there is a large amount of error
correcting techniques, adapted to the di�erent transmissions.

How one can correct errors?. First option is redundance. This is
essentially brute force: Alice wants to send 000 and she sends 000000.
If B receives 000010, for instance, he knows there was a mistake, but
he can not correct it.

To solve this, we could add more redundance: Alice sends now
000000000. If Bob receives, for instance, 000010000, he knows there
was a mistake and he can correct it (assuming that we know that, at
most, there was one mistake).

This is brute force. Since error correction is very necessary, more ef-
�cient methods have been developed. In our case, we will be interested
in linear error correcting codes, since they can be adapted to quantum
error correction.

1. Classical linear codes

.
We will be interested now in linear error correcting codes. Linearity

will arise from a vector space structure.
Typically in undergrad linear algebra courses you have studied vec-

tor spaces over the �eld of the real numbers, or maybe the complex
numbers. Here, our scalar �eld is going to be Z2 = {0, 1} with the
usual product and addition mod 2.

29
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An n-dimensional vector space over Z2 will always be (isomorphic
to) Zn2 . Think of Z2 as a bit, and an element (vector) in Zn2 is an n-bit
word.

We state some de�nitions and notation: A code of length n is a
subset C of Zn2 . The elements in Zn2 will be called words (of length n)
and the elements in C are the code words.

If C is a code using n-bit words to codify every possible k-bit words
(k ≤ n) we say that C is an [n, k] code.

If C is a vector subspace of Zn2 , we say the code is linear.
From now on, we will only be interested in linear codes.
A brief remark on words and dimensions: Zn2 has 2n elements, and

dimension n. If C is going to codify k-bit words, C will have 2k ele-
ments, which results in dimension k.

Example 1.1. The binary repetition code of length 6. In order to
send 0, Alice sends 000000. To send 1, she sends 111111. Therefore,
C = {000000, 111111}, which is a linear subspace (check it!). There-
fore, it is a [6, 1] code. In this case, error correction is majority vote:
If Bob receives 010010 it decodes it as 0. It is clear that C can decode
correctly up to 2 errors per word.

We see now a much more interesting linear code, which will serve
as model to understand much of what follows.

Example 1.2. The [7, 4]-Hamming code. It will use words of length
7 to codify all words of length 4. The code is

C = {(a1, a2, . . . , a7) ∈ Z7
2 that verify the equations below }

a1 + a2 + a3 + a5 = 0

a1 + a2 + a4 + a6 = 0

a2 + a3 + a4 + a7 = 0

What this does, it codi�es the 4 bit strings in the �rst 4 bits, and
the three bits left are parity checks.

C is clearly linear. Why? Because its de�ned via linear restrictions
over a vector space.

We apply now linear algebra results to our linear codes. We will
work in the canonical basis {e1, . . . , en} of Zn2 . Since C ⊂ Zn2 is a k-
dimensional subspace, it admits a basis {r1, . . . , rk}, where, for every
i, ri = (ri,1, . . . , ri,n).
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We consider the matrix

G =


r1,1 r1,2 · · · rk,1
r1,2 r2,2 · · · rk,2
...

...
. . .

...
a1,n r2,n · · · rk,n


This is the matrix generating the code, in the following sense. Con-

sider G as describing an operator

G : Zk2 −→ Zn2
acting by columns. Note that, for every 1 ≤ i ≤ k, G(ei) = ri. Then,
if we want to codify a word x ∈ Zk2, we calculate G(x)

Exercise 1.3. Prove that the previous mapping sends each word in
Zk2 to a code word in C ⊂ Zn2 in a bijective way. In particular, di�erent
words go to di�erent words.

Exercise 1.4. Prove that for the binary repetition code of length 3
(sending 0 to 000 and 1 to 111), the generating matrix is

G =

1
1
1


Exercise 1.5. Calculate the generating matrix G for the [7, 4]-

Hamming code.

As a side remark, note that the generating matrix allows us to
describe the code with only the kn bits of G, as opposed to the n2k

bits that could be needed in general.
Also, codifying is very e�cient: only O(kn) operations are needed

to codify a k-bit message.
But the real reason for us to be interested in linear codes comes

from the error correction mechanism.
C is a linear subspace of Zn2 . Recall from your linear algebra courses

that in order to think of a linear subspace you can consider a generating
set, equivalently, you can think of C as the image of a linear mapping.
This approach leads to the generating matrix G. But you can also think
of C as the subspace verifying a set of linear restrictions, equivalently,
as the kernel of a linear mapping

H : Zn2 −→ Zn−k2

In this case, C is described by n− k linear restrictions, and can be
written as
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C = Ker(H) = {x ∈ Zn2 such that H(x) = 0}
Therefore, we have two descriptions of the linear code C: as the

image of G or as the kernel of H. One passes from one description to
the other exactly the same way as you used to do in undergrad courses:

If you know H and you want to �nd G, you need k linearly inde-
pendent vectors r1, . . . , rk such that Ker(H) = [r1, . . . , rk]. They are
the columns of the matrix G.

Coversely, if you know G, its columns are the vectors r1, . . . , rk
generating C. We now look for s1, . . . , sn−k orthogonal to them, in the
sense that 〈ri|sj〉 = 0. Then, s1, . . . , sn−k are the rows of H.

Exercise 1.6. Check this last paragraphs

Exercise 1.7. Calculate H for the [7, 4]-Hamming code.

1.1. Error correction using H. Let us see how we use H for
error correction.

Alice encodes her message x as y = G(x), and sends it to Bob.
There is noise and/or eavesdroppers in the channel, and Bob receives
y′, which we may write as

y′ = y + (y′ − y) = y + e

e is the error. Note that Bob does not know y nor e, he only knows
y′.

Then, Bob applies H to y′. Since y ∈ C = ker(H), Bob obtains

H(y′) = H(y) +H(e) = H(e)

We call H(e) the error syndrome. It is the footprint that tells us
that there was an error.

Now, we want to use H(y′) = H(e) to calculate e and, therefore, to
calculate y = y′ − e.

To understand the situation, let us �rst consider the simplest case:
imagine that for some reason we can assume that there was at most
an error in one bit. Then, if there was no mistake, H(y′) = H(y) = 0.
If there was a mistake in bit j, then we have that y′ = y + ej, where
ej = (0, . . . , 0, 1, 0, . . . , 0) with the 1 in the jth position. In that case
H(y′) = H(ej). If we chose our code in such way that, for every i 6= j,
ej − ei 6∈ C, then H(ej − ei) 6= 0 and, therefore, H(ei) 6= H(ej). So, if
we look at H(y′) = H(ej) we can recover ej and, hence, y.

This was just a simple analysis of a very simple situation. For the
general case, we need to introduce the notion of Hamming distance.
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Definition 1.8. Given two n-bit strings x,y, we de�ne its Ham-
ming distance as

dH(x,y) =
n∑
i=1

|xi − yi|

We de�ne the Hamming weight of x as

WH(x) = dH(x,0)

Note that, since we are working in Zn2 , we do not actually need
the absolute value. The Hamming distance measures how many corre-
sponding bits di�er in x and y. The Hamming weight tells how many
1's are there in x.

Exercise 1.9. Show that

dH(x,y) = WH(x + y)

For the following, note that, in general, we may always assume that
the probability of a bit �ip is less than 1/2.

Exercise 1.10. Why??

Very often we can also assume that the probabilities of bit �ips in
di�erent bits are independent from each other.

Exercise 1.11. Suppose your (classical) channel is such that the
probability of a bit �ip in each separate bit is less than 1/2 and that the
the probabilities of bit �ips in di�erent bits are independent from each
other. Prove that, in that case, if Bob receives y′, then the most likely
word Alice sent is the y minimizing

WH(e) = WH(y − y′) = dH(y, y′).

In general, calculating y can be not computationally demanding.
We will see later that the special choice of Hamming codes makes it
easier, and useful for quantum error correction purposes.

We will need to de�ne one important parameter associated to our
code C.

Definition 1.12. We de�ne the distance of C by

d(C) = min
x,y∈C,x 6=y

dH(x,y) = min
x,y∈C,x 6=y

WH(x + y) = min
z∈C,z 6=0

WH(z)

In an [n, k] code has distance d, we say it is an [n, k, d] code.

Exercise 1.13. Prove that a code with distance d can

(1) Detect d− 1 errors.
(2) Correct d−1

2
errors.



34 3. CLASSICAL ERROR CORRECTING CODES

Exercise 1.14. Let C be a linear code, H the matrix such that C =
ker(H). Prove that if C has d columns which are linearly dependent but
every choice of d− 1 column are linearly independent, then d(C) = d.

1.2. Hamming Codes. Given r ≥ 2 (and consider the special
case r=3) de�ne the [2r − r − 1, 2r − 1] Hamming code ([4, 7] if r = 3)
by means of its matrix H:

H is the (r× 2r − 1) matrix whose columns are all the r-bit strings
not constantly 0.

In the case r = 3, the matrix is

H =

0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1


Exercise 1.15. Prove that the distance of every Hamming code is

3. Hint: Use Exercise 1.14.

Therefore, a Hamming code can detect two errors and correct 1.
Suppose we are using a Hamming code and there was en error in

bit j. Then, the syndrome H(ej) is the binary representation of j.

1.3. Dual code. Given a linear code C, we de�ne its dual code
C⊥ as the set of vectors perpendicular to all codewords in C,

C⊥ = {v ∈ Zn2 such that v · c = 0 for every c ∈ C}
Here, and in the following, we will use · to refer to the inner product

in Zn2 , to distinguish from the inner product 〈|〉 in Cn.

Exercise 1.16. Show that C⊥ is a linear subspace of Zn2 with
dim(C⊥) = n− k, where k = dim(C).



CHAPTER 4

Quantum error correcting codes

In this chapter, we use of the classical linear error correcting codes
of the previous chapter to implement quantum error correction.

1. Quantum codes

One classical bit is an element of Z2, whereas a qbit is an element
of C2. An n bit string is an element in Zn2 and n-qbits is an element in
C⊗n2 = C2 ⊗ . . .C. We are going to use the notation C⊗n2 = Cn

2 . Lead
by the analogies above, our road map for the construction of quantum
codes is to replace Z2, Zn2 in linear codes by C2, Cn

2 in quantum codes.
Therefore, similarly to [k, n] classical linear codes being k-dimensional

subspaces C of Zn2 , we de�ne a [k, n] quantum code to be a 2k-dimensional
subspace of Cn

2 . This can also be seen as an isometry Q : Ck
2 −→ Cn

2 .
We de�ne now the quantum codes we will be interested in. Suppose

we have a linear code C ⊂ Zn2 . We de�ne the linear code HC as the
subspace of Cn

2 generated by each of the elements in C, when viewed
in Cn

2 .
An example will help: suppose C is the subspace generated by

{(1000), (0100), (0010)}. Then the codewords are

{(0000), (0010), (0100), (0110), (1000), (1010), (1100), (1110)}
and, then we de�ne HC as the 8 dimensional subspace in C4

2 generated
by

{(|0〉|0〉|0〉|0〉), (|0〉|0〉|1〉|0〉), (|0〉|1〉|0〉|0〉), (|0〉|1〉|1〉|0〉),
(|1〉|0〉|0〉|0〉), (|1〉|0〉|1〉|0〉), (|1〉|1〉|0〉|0〉), (|1〉|1〉|1〉|0〉)}

Exercise 1.1. Prove that those states are pairwise orthogonal.

Important: Note that this implies that dim(HC) = 2dim(C). Please,
note that one of the dimensions is on a vector space over the complex
numbers, and the other one on a vector space over Zn2 .

We can also think of the code as the isometry

Q : Ck
2 −→ Cn

2

taking the elements of the canonical basis of : Ck
2 to the above men-

tioned vectors generating HC .

35
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Suppose G is the matrix generating C as in the previous chapter.
That is G(v) ranges over all the codewords in C as v ranges over all

the words in Zdim(C)
2 .

We will denote by |Gv〉 the quantum state associated to the code-
word G(v) ∈ C. These are our quantum codewords. For every w ∈ Zn2
we consider now the following superposition of the quantum codewords:

|cw〉 =

∑
v∈Zdim(C)

2
(−1)w·G(v)|Gv〉

2
dim(C)

2

Exercise 1.2. Prove that if w1 + w2 ∈ C⊥, then |cw1〉 = |cw2〉.
Hint: Prove �rst that, in the hypothesis, w1 ·G(v) = w2 ·G(v) for every

v ∈ Zdim(C)
2

Exercise 1.3. Prove that if w1 + w2 6∈ C⊥, then 〈cw1|cw2〉 = 0.

Hint: Show �rst that, if there exists v ∈ Zdim(C)
2 such that w ·G(v) 6= 0,

then ∑
v∈Zdim(C)

2

(−1)w·G(v) = 0

Consider a k-dimensional classical linear code C ⊂ Zn2 . Consider
its orthogonal complement C⊥, with dimension n − k. Recall from
linear algebra the notion of the quotient space Zn2/C⊥. The elements
in Zn2/C⊥ are the equivalence classes w + C⊥ in Zn2 . Recall also from
linear algebra that Zn2/C⊥ is a linear space of dimension n−(n−k) = k.
Therefore Zn2/C⊥ is linearly isomorphic to C. It is not di�cult to
explicitely construct the linear isomorphism.

Since dim(Zn2/C⊥) = k, this means that there are 2k di�erent ele-
ments in Zn2/C⊥, equivalently, 2k di�erent equivalence classes w + C⊥

in Zn2 .
We saw before that dim(HC) = 2dim(C) = 2k.
With all of this at our disposal, do the following exercise.

Exercise 1.4. For every equivalence class w + C⊥ in Zn2 , choose
one representative w. Prove now that the collection of vectors {|cw〉}w
thus generated is a basis for HC. Hint: Use Exercises 1.2 and 1.3, and
count vectors.

2. Quantum error correction

In this section I want to present, mostly without proofs, the ideas
that will allow us to use our quantum codes to correct quantum errors.
The ideas are the following:
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• First of all: If we correct bit �ips and phase �ips, we correct
everything.
• In the canonical basis, the |cw〉 states are superpositions of
the basis vectors |v〉, with v ∈ C⊥1 . This will allow to correct
t = d−1

2
bit �ips.

• Later we will perform a change of basis in each qbit. The new
basis will be called the s basis. We will see that in the s basis,
the |sw〉 states are superpositions of the basis vectors |v〉, with
v ∈ C⊥2 . This will allow us to correct t bit �ips in the s basis.
• But bit �ips in the s basis are phase errors in the canonical
basis (and vice versa).
• Error correction in the canonical basis does not interfere with
error correction in the s basis. Therefore, both types of errors
can be corrected.

Let us see how far we can go in understanding each of them.
We go �rst with the �rst point.

2.1. Quantum errors. In order to understand how to correct
quantum errors, we must have some understanding of quantum chan-
nels.

We want to describe what is a quantum channel sending quantum
states from an n-dimensional system Hn to an m-dimensional system
Hm. If we call S1(Hn), S1(Hm) to the operators in Hn, Hm, then the
states are the positive, trace one operators there. Then, a quantum
channel is an operation E : S1(Hn) −→ S1(Hm). This operation must
be linear and trace preserving. It must also send positive operators to
positive operators. But this is not enough.

If the dimensions n,m do not coincide, then E can never be an
unitary mapping, and we know quantum evolutions are described by
unitary mappings. But there is more. Both systems can be paired to
the environment. And E should be an unitary mapping also in the
system Alice, Bob, Environment. For this, we require the mapping to
be linear, trace preserving and completely positive. We will not go into
the de�nition of complete positivity in this course.

We skip the math, and we just describe, without proof, the conclu-
sion we are interested in.

Given a quantum channel between two spaces of the same dimension
E : S1(Hn) −→ S1(Hn), there exists a number k ∈ N and operators
Ek : Hn −→ Hn such that, for every state ρ,

E(ρ) =
∑
k

EkρE
⊥
k ,
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and the operators Ek verify∑
E⊥k Ek = 11

.
These operators Ek are often called Kraus operators.
We consider now a channel sending just one qbit. Since the Pauli

matrices are a basis for the space of 2× 2 matrices, we can decompose
each of the Ek by

Ek = ak011 + ak1X + ak2Z + ak3XZ

Our quantum error correction methods, are, like all quantum op-
erations, linear. This implies, (non trivially) that if we are able to �x
errors associated to the operators X, Z and XZ then we can �x all
errors on a qbit. If you want to read this in more detail, see [1, Chapter
10].

3. Our quantum code

We choose now two linear codes C1, C2 in Zn2 , such that

{0} ( C2 ( C1 ( Zn2 .
We choose them such that both C1 and C

⊥
2 can correct t errors.

To simplify writing, we �x dim(C1) = k1, dim(C2) = k2.
Our working example is C1 equal to the [7, 4] Hamming code, and

C2 = C⊥1 . In that case C⊥2 = C1, and the previous chapter tells us that
they have distance 3, and, hence, can correct 1 error.

Exercise 3.1. If C1 is the [7, 4] Hamming code, check that C⊥1 ⊂
C1.

Given any bit sting x ∈ Zn2 , we associate it a quantum state |x〉 with
the same natural identi�cation as before, that is, if x = (xi)

n
i=1 ∈ Zn2 ,

then
|x〉 = |xi〉 ⊗ · · · |xn〉.

We will often use, probably without further mention that if x 6= x′,
then |x〉 and |x′〉 are orthogonal. Check this!

Then, given x ∈ C1, we de�ne the quantum state |x+ C2〉 by

|x+ C2〉 =
1

2
k2
2

∑
y∈C2

|x+ y〉

Exercise 3.2. Prove that if x±x′ ∈ C2, then |x+C2〉 = |x′+C2〉.

Therefore, the quantum state |x+C2〉 depends only on the class of
C1/C2 in which x lies, and not on the particular representative chosen.
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Exercise 3.3. Prove that if x−x′ 6∈ C2, then |x+C2〉 and |x′+C2〉
are orthonormal. Hint: if x − x′ 6∈ C2, then, for every y, y′ ∈ C2,
x+ y 6= x′ + y′.

Now, we de�ne our quantum code QC1,C2 by

QC1,C2 = {|x+ C2〉; x ∈ C1}
Put together, the two previous exercises show that the dimension of

our quantum code QC1,C2 is the cardinal of C1/C2, which is 2dim(C1/C2)

which is 2k1−k2 .
In our working example, this dimension is 24−3 = 2.
The elements of the [7, 4] Hamming code are

0000000, 0001011, 0010101, 0011110,

0100111, 0101100, 0110010, 0111001,

1000110, 1001101, 1010011, 1011000,

1100001, 1101010, 1110100, 1111111

Exercise 3.4. If C1 is the [7, 4] Hamming code, enumerate the
8 = 23 elements of C2 = C⊥1 .

In this case, C1/C2 has dimension 1, and, therefore, just two el-
ements. We must �nd a representative for each of the class. Take
one of the representatives as the vector x0 = 0000000. Then, to �nd
a representative for the other class, we just need a vector x1 such
that 0000000 + x1 6∈ C2. Thus, we can take x1 = 1111111, because
x1 + x0 = x1 6∈ C2. Thus, this code allows us to encode 1 qbit in 7
qbits. The encoding procedure sends |0〉 to

|x0 + C2〉 =
1

2
k2
2

∑
y∈C2

|0000000 + y〉

and |1〉 to

|x1 + C2〉 =
1

2
k2
2

∑
y∈C2

|1111111 + y〉

In general, if our quantum code code has dimension 2k1−k2 , the
encoding procedure is as follows:

Choose 2k1−k2 di�erent classical n-bit strings, one in each of the
di�erent classes C1/C2. Call xj to each of this classical bit strings.
Associated to each of them, de�ne the quantum state |xj + C2〉 as
before.
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Then, our quantum code will encode Ck1−k2
2 , which is a space of

dimension 2k1−k2 into Cn
2 . To do this, it will send the jth qbit of the

canonical basis of Ck1−k2
2 to |xj + C2〉.

Let us see how our code allows us to correct up to t bit �ip errors
and t phase �ip errors.

Suppose we send the quantum state

|x+ C2〉 =
1

2
k2
2

∑
y∈C2

|x+ y〉

and there were bit �ip and phase �ip errors. Let us call e ∈ Zn2 to the
bit string with a 1 in the positions where there were bit �ips, and 0 in
the rest. Similarly, let us call f ∈ Zn2 to the bit string with a 1 in the
positions where there were phase �ips, and 0 in the rest.

Recall that a bit �ip (respectively phase �ip) in a qbit |ϕ〉 can be
written as X|ϕ〉 (respectively where Z|ϕ〉), where X,Z are the Pauli
matrices.

We will use the notation

Xe := Xe1 ⊗ · · ·Xen

and

Zf := Zf1 ⊗ · · ·Xfn ,

where ei, fi are the i
th bits of e, f and X1 = X, X0 = 11, and similarly

for Z.
Then, the received state is

(3) XeZf (|x+ C2〉) = XeZf

(
1

2
k2
2

∑
y∈C2

|x+ y〉

)
=

1

2
k2
2

∑
y∈C2

XeZf (|x+ y〉) =
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y + e〉)

The �rst two inequalities above are elementary. We show the last
one.

Exercise 3.5. Given two bits a, b, show that XaZb = (−1)abZbXa

Exercise 3.6. Using this, prove that

XeZf (|x+ y〉) = (−1)e·fZf |x+ y + e〉

Hint: Use the fact that X|0〉 = |1〉, X|1〉 = |0〉.
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Exercise 3.7. Prove that, for bits a, b, w,

(−1)abZb|w + a〉 = (−1)wb|w + a〉
Hint: the case b = 0 is trivial. For the other case, use Z|0〉 = |0〉,
Z|1〉 = −|1〉

Finally,

Exercise 3.8. Prove that

(−1)e·fZf |x+ y + e〉 = (−1)(x+y)·f |x+ y + e〉
Hint: use the previous exercise, with w the corresponding bit in x+ y.

We must show now that we can �x the errors in the received state.
We need to recall the basis of quantum information manipulation: if
we measure the state, say to �nd the syndrome, then we perturb it,
and we might not be able to �x the error.

So, we have to be a little more careful. The �rst observation is that
we can use an auxiliary register and unitary evolution to compute the
syndrome without perturbing the state. First, we attach an auxiliary
register, initialized in any �xed state, which we will call |0〉, to our
quantum state. That is, we receive a quantum state, which we call |x〉,
and we create |x〉 ⊗ |0〉.

Lemma 3.9. Let H be the parity check matrix of C1, with dimension
(n− k)× n. Then the mapping

|x〉 ⊗ |0〉 7→ |x〉 ⊗ |Hx〉
can be implemented unitarily. Indeed, it only requires the use of CNOT
gates, and the ancilla can be chosen to be Cn−k

2 .

Proof. Recall �rst that a controlled-NOT gate (CNOT gate) is an
unitary mapping

C2 ⊗ C2 −→ C2 ⊗ C2

verifying
|0〉 ⊗ |0〉 7→ |0〉 ⊗ |0〉
|0〉 ⊗ |1〉 7→ |0〉 ⊗ |1〉

|1〉 ⊗ |0〉 7→ |1〉 ⊗ |1〉

|1〉 ⊗ |1〉 7→ |1〉 ⊗ |0〉
Observe that the �rst qbit remains unaltered, and the second one

is �ipped conditioned to the �rst one.
We will work with an example
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Assume

H =

1 1 1 0 1 0 0
1 1 0 1 0 1 0
0 1 1 1 0 0 1


(the parity matrix of the [7, 4] Hamming code).

Then, to build the desired mapping, consider your state |x〉⊗|000〉 ∈
C7

2 ⊗ C3
2.

Now, for each of the rows in H, create the sequence of CNOT gates
which �xes the qbit of |x〉 and �ips the bit in the register indexed by
the row in the corresponding cases.

If we write CNOT(i, j) for a CNOT gate where the control qbit is
the ith bit of |x〉 and the target qbit is the jth qbit of the ancilla, then
the �rst row of H is implemented by the sequence

CNOT(1, 1)CNOT(2, 1)CNOT(3, 1)CNOT(5, 1)

The second row is implemented by the sequence

CNOT(1, 2)CNOT(2, 2)CNOT(4, 2)CNOT(6, 2)

etc.
�

Exercise 3.10. Suppose that H is the n× n identity matrix. Dis-
cuss why the above does not contradict the no cloning theorem, despite
the fact that the associated unitary matrix sends

|x〉 ⊗ |0〉 7→ |x〉 ⊗ |x〉
for every |x〉 in the canonical basis.

That is, we

• receive the quantum state
• Attach a large enough ancilla initialized to |0〉 to obtain the
state

1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y + e〉)⊗ |0〉 =

=
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y + e〉 ⊗ |0〉)

• Calculate H on the ancilla, without disturbing the original
state. Using the fact that H is a linear action on bits, we
obtain
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1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y + e〉)⊗ |H(x+ y + e)〉 =

1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y + e〉)⊗ |H(x+ y) +H(e)〉 =

1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y + e〉)⊗ |H(e)〉,

where the last equality follows from the fact that x + y ∈ C1

and, hence, H(x+ y) = 0

Now, we can measure the ancilla register, to obtain H(e). After
measuring it, we discard the ancilla.

Now, since C1 can correct up to t errors, and we know we have no
more than that number of errors, knowing H(e) we can know e. Now,
to correct the bit �ip errors we just do bit �ips (that is, acting of the
matrix X) on each of the �ipped qbits. Note again that this action is
just an unitary, and therefore it is physically doable.

After that, we have the state

1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y〉) ,

and we have removed the bit �ip errors!.
We still have to remove the phase �ip errors. We want to use know

the correcting properties of C1. For that, we will need the bit strings
x + y to be in C1 whenever x ∈ C1. Note that we have that, because
the codes are linear and C2 ⊂ C1, and here is where we use this fact.

In order to correct the phase �ips, we need perform a change of
basis in our qbits, to send the canonical basis to the {|+〉, |−〉} basis.
This is a unitary mapping, and we are going to see that our state

1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y〉) ,

turns into

1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z (|z + f〉)

We will see that we can now remove f similarly to the way we
removed e previously, and then, when we undo the change of basis, we
recover our corrected quantum state.
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To do this, let us call

Had : Cn
2 −→ Cn

2

to unitary transformation implementing the change of basis from the
canonical basis to the {|+〉, |−〉}. We call it Had because Hadamard
gates are the gates doing this change in one qbit. Our transformation
is then the tensor product of n Hadamard gates.

With this notation, we want to see that

Had

(
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f (|x+ y〉)

)
=

1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z (|z + f〉) .

This requires again several steps.

Exercise 3.11. Calculate the four products 〈+|0〉, 〈+|1〉, 〈−|0〉,
〈−|1〉.

Let now w ∈ Zn2 .

Exercise 3.12. Use the previous exercise to show that

〈w|Had|(x+ y〉)〉 =
1

2
n
2

(−1)(x+y)·w

Therefore, we obtain that〈
w|Had

(
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f |x+ y〉

)〉
=

1

2
k2
2

∑
y∈C2

(−1)(x+y)·f 〈w|Had (|x+ y〉)〉 =

1

2
k2+n

2

∑
y∈C2

(−1)(x+y)·f (−1)(x+y)·w =
1

2
k2+n

2

∑
y∈C2

(−1)(x+y)·(f+w) =

=
1

2
k2+n

2

(−1)x·(f+w)
∑
y∈C2

(−1)y·(f+w)

Exercise 3.13. Show that∑
y∈C2

(−1)y·(f+w) =

{
0 if f + w 6∈ C⊥2
2k2 if f + w ∈ C⊥2

Using this exercise, we have that〈
w|Had

(
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f |x+ y〉

)〉
=
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=

{
0 if f + w 6∈ C⊥2

1

2
n−k2

2

(−1)x·(f+w) if f + w ∈ C⊥2

We now use the fact that the canonical basis {|w〉;w ∈ Zn2} is a
basis of Cn

2 . This means that every vector |ϕ〉 can be written as

|ϕ〉 =
∑
w∈Zn

2

〈w|ϕ〉|w〉

If we apply this to our vector |ϕ〉 = Had

(
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f |x+ y〉
)
,

we obtain

Had

(
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f |x+ y〉

)
=

∑
w∈Zn

2

〈
w|Had

(
1

2
k2
2

∑
y∈C2

(−1)(x+y)·f |x+ y〉

)〉
|w〉 =

1

2
n−k2

2

∑
w;w+f∈C⊥2

(−1)x·(f+w)|w〉 =
1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z|z + f〉,

where in the last equality we have renamed w + f = z.

Let us now complete our quantum error correction.
Note that the expression of our state now looks very much like the

the expression in Eq (3). That is, our phase �ip error looks exactly
like a bit �ip when we have changed the basis. So, to �x the phase �ip
error, we do the same as before:

CallingH ′ to the the parity check matrix of C⊥2 , we attach an ancilla
initialized in |0〉 and perform the unitary taking

1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z|z+f〉⊗|0〉 7→ 1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z|z+f〉⊗|H ′(z+f)〉 =

=
1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z|z + f〉 ⊗ |H ′(f)〉

As before, we measure the ancilla to �nd out H ′(f) and, hence, f .
Once we know the syndrome, we apply bit �ips (X matrices) in the
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proper qbit. This makes f dissapear, that is, we have now

1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z|z〉.

Finally, we reverse the change of basis. Note that, to do this, we
just need to apply the same product of Hadamard gates again. As a
�nal exercise,

Exercise 3.14. Check that

Had

 1

2
n−k2

2

∑
z∈C⊥2

(−1)x·z|z〉

 =
1

2
k2
2

∑
y∈C2

|x+ y〉

That is, we have corrected the errors!!



CHAPTER 5

Solution to exercises

Exercise 0.1. Consider a composite system HA⊗HB. Let {PA
i }i be

a measurement system in HA and let {QB
j }j be as measurement system

in HB. Prove that {PA
i ⊗ 11B}i {11A ⊗ QB

j }j and {PA
i ⊗ QB

j }i,j are
measurement systems in the joint system HA ⊗HB. The �rst of them
describes the situation when Alice measures with {PA

i }i and Bob does
nothing, the second describes the situation when Bob measures with
{QB

j }j and Alice does nothing and the third one describes the situation

when Alice measures with {PA
i }i and Bob measures with {QB

j }j
Now, describe mathematically the situation when �rst Alice mea-

sures with {PA
i }i and then Bob measures with {QB

j }j, and viceversa.

Solution: We do it in the case that the system {PA
i }i and {QB

j }j
are projective measurements, since that is the case we will use most
times in this course. The general case is done similarly. We prove �rst
that, in that case, {PA

i ⊗ 11B}i is also a projective measurement:

(1) For every i, PA
i ⊗ 11B is a projection:

(PA
i ⊗ 11B)(PA

i ⊗ 11B) = PA
i P

A
i ⊗ 11B11B = PA

i ⊗ 11B

(2) For every i 6= j, PA
i ⊗ 11B and PA

j ⊗ 11B are orthogonal:

(PA
i ⊗ 11B)(PA

j ⊗ 11B) = PA
i P

A
j ⊗ 11B11B = 0⊗ 11B = 0

(3)
∑

i P
A
i ⊗ 11B = 11HA⊗HB

:∑
i

PA
i ⊗ 11B =

(∑
i

PA
i

)
⊗ 11B = 11A ⊗ 11B = 11HA⊗HB

The proof for {11A ⊗QB
j }j is totally similar.

We do now the case {PA
i ⊗QB

j }i,j:
(1) For every i, j, PA

i ⊗QB
j is a projection:

(PA
i ⊗QB

j )(PA
i ⊗QB

j ) = PA
i P

A
i ⊗QB

j Q
B
j = PA

i ⊗QB
j

(2) For every (i, j) 6= (i′, j′), PA
i ⊗QB

j and PA
j ⊗QB

j are orthogonal:

(PA
i ⊗QB

j )(PA
i′ ⊗QB

j′) = PA
i P

A
i′ ⊗ PA

i P
A
i′ = 0,

47
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where the last equality follows from the fact that either PA
i P

A
i′

or PA
i P

A
i′ must be 0 if (i, j) 6= (i′, j′)

(3)
∑

i,j P
A
i ⊗QB

j = 11HA⊗HB
:∑

i,j

PA
i ⊗QB

j =

(∑
i

PA
i

)
⊗

(∑
j

QB
j

)
= 11A ⊗ 11B = 11HA⊗HB

For the �nal question, when �rst Alice measures with {PA
i }i and

then Bob measures with {QB
j }j, that is acting with the operators

(11A ⊗QB
j )(PA

i ⊗ 11B)

, the other case being

(PA
i ⊗ 11B)(11A ⊗QB

j ).

But note that (PA
i ⊗ 11B) and (11A ⊗QB

j ) commute and

(PA
i ⊗ 11B)(11A ⊗QB

j ) = (11A ⊗QB
j )(PA

i ⊗ 11B) = PA
i ⊗QB

j

Therefore, the situations where Alice measures �rst, Bob measures
�rst or they both measure simultaneously are indistinguishable

Exercise 0.2. Show that trace is linear and cyclic. That is, show
that for any two matrices A,B ∈Md and for any two α, β ∈ C,

(1) tr(αA+ βB) = αtr(A) + βtr(B)
(2) tr(AB) = tr(BA)

Solution: Easy enough.

Exercise 0.3. Given a �nite dimensional Hilbert space H, an op-
erator T : H −→ H is positive if and only if its associated matrix (in
any given basis) is semide�nite positive.

Solution: This is essentially the de�nition of semide�nite positive
matrix. Recall that a matrix A ∈ Mn is positive semide�nite if and
only if, for every vector |ϕ〉 ∈ Cn,

〈ϕ|A|ϕ〉 ≥ 0.

Compare with the de�nition of positive operator.

Exercise 0.4. Given a �nite dimensional Hilbert space H, and an
operator T : H −→ H, if T is positive then T is self-adjoint (also called
Hermitian). Hints: Decompose T = A + ıB, with A,B Hermitian.
Prove that, for Hermitian operators 〈ϕ|A|ϕ〉 ∈ R for every |ϕ〉 ∈ H,
and same for B. Now, use this property and the decomposition of T to
show that B = 0 and, hence, A = T .
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Solution: Given T (not necessarily positive nor Hermitian) consider
the operators

A =
T + T †

2
and

B =
T − T †

2ı
It is trivial to check that A = A†, B = B† and T = A+ ıB.
Remember that, for every operator C (Hermitian or not) and for

every vectors |ϕ〉, |ψ〉 ∈ H one has

〈ϕ|Cψ〉 = 〈ϕC†|ψ〉.
Therefore, for a Hermitian operator C and a vector |ϕ ∈ H one has

〈ϕ|Cϕ〉 = 〈ϕC†|ϕ〉 = 〈ϕC|ϕ〉 = 〈ϕ|Cϕ〉
and, therefore, 〈ϕ|Cϕ〉 ∈ R.

Therefore, both 〈ϕAϕ〉 and 〈ϕBϕ〉 are real numbers.
Since T is positive, for every |ϕ〉 we have

〈ϕTϕ〉 ≥ 0,

and, in particular,

〈ϕTϕ〉 ∈ R
At the same time, we have

〈ϕTϕ〉 = 〈ϕA+ ıBϕ〉 = 〈ϕAϕ〉+ ı〈ϕBϕ〉.
Since 〈ϕAϕ〉 and 〈ϕBϕ〉 are real numbers, it follows that, for every

ϕ〉,
〈ϕBϕ〉 = 0.

Therefore, B = 0 and T = A.

Exercise 0.5. Suppose we have a composite system HA⊗HB. Sup-
pose system A is prepared in the state ρA =

∑
i piϕi〉〈ϕi and system B

is prepared in state ρB =
∑

j qjψj〉〈ψj. Check that

ρA ⊗ ρB =
∑
i,j

piqj(ϕi ⊗ ψj)〉〈(ϕi ⊗ ψj)

Solution: Essentially trivial.

Exercise 0.6. Suppose the simplest case, where ρAB = ρA ⊗ ρB
and ρA, ρB are as in Exercise 0.5. Check that, in that case,

trB(ρAB) = ρAtr(ρB) = ρA
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Solution: Let ρA =
∑

i piϕi〉〈ϕi and ρB =
∑

j qjψj〉〈ψj. Using the
linearity of the partial trace and the fact that, for every state |ψ〉,
tr(ψ〉〈ψ) = 1, we have

trB(ρAB) =trB

((∑
i

piϕi〉〈ϕi

)
⊗

(∑
j

qjψj〉〈ψj

))
=

=
∑
i,j

piqjtrB ((ϕi〉〈ϕi)⊗ (ψj〉〈ψj)) =
∑
i,j

piqjϕi〉〈ϕi =

=
∑
j

qj
∑
i

piϕi〉〈ϕi =
∑
i

piϕi〉〈ϕi = ρA

Exercise 0.7. Prove this last statement. That is, prove that if
Alice and Bob share the state |ϕ〉 = |00〉+|11〉√

2
and they each measure

separately in the computatioal basis, then their outcomes will coincide
with probability 1.

Solution: �Alice and Bob measure separately in the computational
basis� means that Alice measures with {|0〉〈0| ⊗ 11B, |1〉〈1| ⊗ 11B} and
Bob measures with {11A⊗ |0〉〈|, 11A⊗ |1〉〈1|}. As we saw in an exercise
above, we may consider any order in the measurements.

We start with Alice's measurements. Suppose Alice got |0〉 in her
measurement. Then the post measurements state is

(|0〉〈0| ⊗ 11B)ϕ〉
‖ (|0〉〈0| ⊗ 11B)ϕ〉‖

The denominator is

(|0〉〈0| ⊗ 11B)ϕ〉 = (|0〉〈0| ⊗ 11B)
|00〉+ |11〉√

2
=

=
1√
2

((|0〉〈0| ⊗ 11B) |00〉+ (|0〉〈0| ⊗ 11B) |11〉) =

1√
2
|0〉 ⊗ |0〉,

and, therefore,

(|0〉〈0| ⊗ 11B)ϕ〉
‖ (|0〉〈0| ⊗ 11B)ϕ〉‖

= |0〉 ⊗ |0〉

That is the state they share after Alice measured and got |0〉. It
is very easy to check now that when Bob measures he will also get |0〉
with probability 1. The case when Alice gets |1〉 is totally similar.
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Exercise 0.8. Check that if Bob measures qbit |ψi〉 in the basis
indicated by bi, he obtains bit ai with probability 1. Check also that if
he measures |ψi〉 in the basis not indicated by bi, then he obtains ai with
probability 1

2
(and ai ⊕ 1 with probability 1

2
).

Solution: The case when they both measure in the computational
basis was done in Exercise 0.7.

Suppose now Alice measures the state 1√
2
(|00〉+|11〉) in the {|+〉, |−〉}

basis. From the Alice-Bob point of view, that means the measurement
projections are {|+〉〈+| ⊗ 11, |−〉〈−| ⊗ 11}. Suppose the outcome was
|+〉. Then, the post measurement state is

(|+〉〈+| ⊗ 11) 1√
2
(|00〉+ |11〉)

norm of the numerator
=
|+〉〈+|0〉|0〉+ |+〉〈+|1〉|1〉
norm of the numerator

=

=

1√
2
|+〉|0〉+ 1√

2
|+〉|1〉

norm of the numerator
= |+〉 ⊗ |+〉.

Therefore, when Bob measures (with {11 ⊗ |+〉〈+|, 11 ⊗ |−〉〈−|} he
will obtain |+〉 with probability 1.

This �nishes the case when they both measure in the same basis.
We see now the case when they each measure in a di�erent basis. I

write out one of the cases, the others being similar.
Suppose Alice measures with {|0〉〈0| ⊗ 11, |1〉〈1| ⊗ 11}, and she ob-

tains |0〉. As we saw, the post measurement state will be |00〉. Now,
when Bob measures in the {|+〉, |−〉} basis, that is, with the operators
{|+〉〈+| ⊗ 11, |−〉〈−| ⊗ 11}, the probability he obtains |+〉 is

〈00||+〉〈+| ⊗ 11|00〉 = 〈0|+〉〈0|+〉〈0|0〉 =
1

2
The rest of the cases are similar.

Exercise 0.9. Consider two strings a, b of 2n bits. Suppose that,
for each position in the string, the probability that ai = bi is the same.
We choose randomly n bits of the string and we �nd that they di�er in
µn bits, with 0 < µ < 1. Prove that the probability that the remaining
n bits di�er in more than (µ+ ε)n bits is smaller than ??

Exercise 0.10. In Exercises 0.7, 0.8 you proved that if Alice and
Bob share an EPR state and they each measure separately in the com-
putational basis, or in the {|+〉, |−〉} basis. then their outcomes will
coincide with probability 1. Prove now that actually the result is also
true no matter in which orthogonal basis they measure (for as long as
they both use the same one). Or, put in another way, prove that when
Alice measures with an orthogonal basis and obtains a result, Bob's
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state collapses to that same state. This phenomenom is called steering:
Alice's measurement steers Bob's state.

Solution: Let {|α〉, |β〉} be any basis of C2. If Alice measures
1√
2
(|00〉+|11〉) in the {|α〉, |β〉} basis, that corresponds to the operators

{|α〉〈α|⊗11, |β〉〈β|⊗11}. Suppose Alice's result was |α〉. Then, the post
measurement state is (I write it without the normalizing denominator)
is

(α〉〈α| ⊗ 11)(|00〉+ |11〉) = 〈α|0〉|α〉 ⊗ |0〉+ 〈α|1〉|α〉 ⊗ |1〉 =

= |α〉 ⊗ (〈α|0〉|0〉+ 〈α|1〉|1〉) = |α〉 ⊗ |α〉,
where the last inequality follows from the fact that, since {|0〉, |1〉} is
a basis of C2,

〈α|0〉|0〉+ 〈α|1〉|1〉 = |α〉,
for every vector |α〉 ∈ C2

Exercise 0.11. Prove that the previous mapping sends each word
in Zk2 to a code word in C ⊂ Zn2 in a bijective way. In particular,
di�erent words go to di�erent words.

Solution: This is just linear algebra: Consider x, y ∈ Zk2 such that
G(x) = G(y). Write x =

∑
i xiei, y =

∑
i yiei. Using linearity, we

obtain ∑
i

xiG(xi) =
∑
i

xiri =
∑
i

yiri =
∑
i

yiG(yi),

and, therefore, ∑
i

(xi − yi)ri = 0

Using the linear independence of the vectors ri's we obtain that
xi = yi for every i, and, therefore, x = y.

Exercise 0.12. Prove that for the binary repetition code of length
3 (sending 0 to 000 and 1 to 111), the generating matrix is

G =

1
1
1


Solution: It is enough to check that G(0) = 0, G(1) =

1
1
1


Exercise 0.13. Calculate the generating matrix G for the [7, 4]-

Hamming code.
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Solution: There are many ways to do the exercise. I choose the one
I �nd simpler. The idea of the code is that we encode the four bits of
the bit string in the �rst four bits of the codeword, and the rest three
bits are parity check. With that in mind, the canonical basis of Z4

2 is
encoded by

(0001) 7→ (0001011)

(0010) 7→ (0010101)

(0100) 7→ (0100111)

(1000) 7→ (1000110)

Check now that the four vectors {(0001011), (0010101), (0100111), (1000110)}
are codewords (trivial) and linearly independent. To see this, it is
enough to see that the associated matrix has rank 4. Therefore,

G =



0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
0 1 1 1
1 0 1 1
1 1 1 0


Exercise 0.14. Check these last paragraphs.

Solution: Linear algebra!

Exercise 0.15. Calculate H for the [7, 4]-Hamming code

Solution:

H =

1 1 1 0 1 0 0
1 1 0 1 0 1 0
0 1 1 1 0 0 1


The proof is immediate.

Exercise 0.16. Show that

dH(x,y) = WH(x + y)

Solution: In Z2, 0 = −0 and 1 = −1. Therefore, −y = y. It
follows that

dH(x,y) =
n∑
i=1

|xi − yi| =
n∑
i=1

xi − yi =
n∑
i=1

xi + yiWH(x + y)
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Exercise 0.17. Why can we may always assume that the probability
of a bit �ip is less than 1/2?

Solution: If we have a channel such that the this probability is
strictly bigger than 1/2, we �ip the outputs of the channel on arrival.
The new probability of bit �ip is smaller than 1/2.

Exercise 0.18. Suppose your (classical) channel is such that the
probability of a bit �ip in each separate bit is less than 1/2 and that the
the probabilities of bit �ips in di�erent bits are independent from each
other. Prove that, in that case, if Bob receives y′, then the most likely
word Alice sent is the y minimizing

WH(e) = WH(y − y′) = dH(y, y′).

Solution: Given that we have received y′, we have to calculate y
in order to maximize Pr(y|y′), where this last expression means �the
probability of y being the sent word, conditioned to having received y′.
This is equivalent to maximizing Pr(y ∩ y′), assuming y′ was received.
We use now that the error are bitwise independent. We call p to the
probability of bit �ip, and assume p ≤ 1

2
. Hence, 1−p

p
≥ 1. We call

d = dH(y, y′). We then have

Pr(y ∩ y′) =
∏
i

Pr(yi ∩ y′i) = (1− p)n−dpd =

=
(1− p)n−dpn−d

pn−d
pd =

(
1− p
p

)n−d
pn

Hence, to maximize Pr(y ∩ y′) we must minimize d, the Hamming
distance between y and y′.
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