# On the asymptotic limit of the effectiveness of reaction-diffusion equations in perforated media 

J. I. Díaz ${ }^{\text {a,b,* }}$, D. Gómez-Castro ${ }^{\text {a,b }}$, A. V. Podolskii ${ }^{\text {c }}$, T. A. Shaposhnikova ${ }^{\text {c }}$<br>${ }^{a}$ Dpto. de Matemática Aplicada, Facultad de Matemáticas, Universidad Complutense de Madrid. Plaza de las Ciencias 3, 28040 Madrid (Spain)<br>${ }^{b}$ Instituto de Matemática Interdisciplinar, Universidad Complutense de Madrid<br>${ }^{c}$ Moscow State University,<br>Faculty of Mechanics and Mathematics, Moscow, 19992 Russia


#### Abstract

This paper addresses an investigation of the asymptotic behaviour as $\varepsilon \rightarrow 0$ of the solution to the boundary value problem associated with the $p$-Laplace operator in an $\varepsilon$-periodically perforated domain with a nonlinear Robin-type condition specified on the boundary of the inclusions. Here we consider a non-critical size of the particles. The objective of this paper is two fold. First we study the homogenization of solutions in the case of continuous nonlinearity. Then, we move to studying the homogenization of the effectiveness factor of the reactor, which is of importance in Chemical Engineering.
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## Introduction

This paper addresses an investigation of the asymptotic behaviour as $\varepsilon \rightarrow 0$ of the solution to the boundary value problem associated with the $p$-Laplace operator in an $\varepsilon$-periodically perforated domain with a nonlinear Robin-type condition specified on the boundary of the inclusions. Here we consider a non-critical size of the particles. The objective of this paper is two fold.

First, a homogenized problem is constructed and a theorem is proved stating weak convergence as $\varepsilon \rightarrow 0$ of the solution of the original problem to the solution of the homogenized. The closest papers in the literature are [31, 32] where the case $p=2$ was considered, $[17,18,19,26]$ dedicated to the case $2<p<n$ and [11] where the case $p>n$ was investigated. In contrast to the mentioned papers we consider here that reaction function $\sigma$ need not be smooth. In order to achieve this result we introduce uniform approximation arguments, that allow us to deal with such reaction functions.

The case when the size of particles are non critical is characterized by the fact that the homogenized problem contains the same nonlinearity as the nonhomogeneous problem. However, there are critical

[^0]cases in which the nature of the nonlinearity changes (see $[9,10,12,17,18,19,20,25,29,32]$ ). For further reference see $[18,17,19]$. In the critical case due to the technique used were considered that inclusions are balls, whereas in this noncritical case a general shape is considered.

The second main result of the paper is the analysis of the asymptotic limit of the effectiveness functional (as introduce by Aris, see $[2,3]$ ), which extends results in $[13,14]$ to the cases $p \neq 2$ and $\sigma$ Hölder continuous.

## 1. Statement of results

### 1.1. Problem setting

Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}, n \geq 2$, with a smooth boundary $\partial \Omega$ and let $Y=\left(-\frac{1}{2}, \frac{1}{2}\right)^{n}$. Let $G_{0}$ be a smooth open set such that $\bar{G}_{0} \subset Y$. For $\delta>0$ and $B \subset \mathbb{R}^{n}$ let $\delta B=\left\{x \in \mathbb{R}^{n}: \delta^{-1} x \in B\right\}$. For $\varepsilon>0$ we define $\widetilde{\Omega}_{\varepsilon}=\{x \in \Omega \mid \rho(x, \partial \Omega)>2 \varepsilon\}$, where $\rho$ is the distance function. Let $a_{\varepsilon}>0$, define the set of inclusions

$$
G_{\varepsilon}=\bigcup_{j \in \Upsilon_{\varepsilon}}\left(a_{\varepsilon} G_{0}+\varepsilon j\right)=\bigcup_{j \in \Upsilon_{\varepsilon}} G_{\varepsilon}^{j}
$$

where $\Upsilon_{\varepsilon}=\left\{j \in \mathbb{Z}^{n}:\left(a_{\varepsilon} G_{0}+\varepsilon j\right) \cap \widetilde{\widetilde{\Omega}}_{\varepsilon} \neq \emptyset\right\}, \mathbb{Z}^{n}$ is the set of vectors $z$ with integer coordinates. Define $Y_{\varepsilon}^{j}=\varepsilon Y+\varepsilon j$, where $j \in \Upsilon_{\varepsilon}$, and note that $\bar{G}_{\varepsilon}^{j} \subset \bar{Y}_{\varepsilon}^{j}$. Finally, we define

$$
\Omega_{\varepsilon}=\Omega \backslash \overline{G_{\varepsilon}}, \quad S_{\varepsilon}=\partial G_{\varepsilon}, \quad \partial \Omega_{\varepsilon}=\partial \Omega \cup S_{\varepsilon}
$$

Notice that the number of inclusions is of the order of $\varepsilon^{-n}$, in the sense that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\left|\Upsilon_{\varepsilon}\right|}{\varepsilon^{-n}}=|\Omega| \tag{1}
\end{equation*}
$$

Throughout this paper we will write

$$
\begin{aligned}
& a_{\varepsilon} \ll b_{\varepsilon} \Longleftrightarrow \lim _{\varepsilon \rightarrow 0} a_{\varepsilon} b_{\varepsilon}^{-1}=0 \\
& a_{\varepsilon} \sim b_{\varepsilon} \Longleftrightarrow \lim _{\varepsilon \rightarrow 0} a_{\varepsilon} b_{\varepsilon}^{-1} \in(0,+\infty)
\end{aligned}
$$

We will consider that the sizes of the particles is smaller than their repetition, in the sense that

$$
\begin{equation*}
a_{\varepsilon} \ll \varepsilon \tag{2}
\end{equation*}
$$

Sometimes, this case is known as tiny holes (in our case they can be though of as tiny particles). We consider the problem

$$
\begin{cases}-\Delta_{p} u_{\varepsilon}=f(x), & x \in \Omega_{\varepsilon}  \tag{3}\\ \partial_{\nu_{p}} u_{\varepsilon}+\beta(\varepsilon) \sigma\left(u_{\varepsilon}\right)=\beta(\varepsilon) g, & x \in S_{\varepsilon} \\ u_{\varepsilon}=0, & x \in \partial \Omega\end{cases}
$$

where $\Delta_{p} u \equiv \operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right), \partial_{\nu_{p}} u \equiv|\nabla u|^{p-2}(\nabla u, \nu), \nu$ is the outward unit normal vector to $S_{\varepsilon}$ and $\sigma$ is a continuous nondecreasing function such that $\sigma(0)=0, f \in L^{p^{\prime}}(\Omega)$ and $g \in W^{1, \infty}(\Omega)$.

This problem can be obtained as a change in variable $u=1-w, \sigma(u)=\tilde{\sigma}(1)-\tilde{\sigma}(w)$ of the following problem, which appears in Chemical Engineering in the design of fixed-bed reactors (see, for example, [30])

$$
\begin{cases}-\Delta_{p} w_{\varepsilon}=f(x), & x \in \Omega_{\varepsilon}  \tag{4}\\ \partial_{\nu_{p}} u_{\varepsilon}+\beta(\varepsilon) \tilde{\sigma}\left(w_{\varepsilon}\right)=0, & x \in S_{\varepsilon} \\ w_{\varepsilon}=1, & x \in \partial \Omega\end{cases}
$$

A quantity of great interest in the applications is the effectiveness, which can be expressed as

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}\left(\Omega, G_{0}\right)=\frac{1}{\left|S_{\varepsilon}\right|} \int_{S_{\varepsilon}} \tilde{\sigma}\left(w_{\varepsilon}\right) \mathrm{d} S \tag{5}
\end{equation*}
$$

in the nonhomogeneous case and as

$$
\begin{equation*}
\mathcal{E}\left(\Omega, G_{0}\right)=\frac{1}{|\Omega|} \int_{\Omega} \tilde{\sigma}(w) \mathrm{d} x \tag{6}
\end{equation*}
$$

in the homogenized case. It represents the ratio of the actual amount of reactant consumed per unit time in $\Omega$ to the amount that would be consumed if the interior concentration were everywhere equal to the ambient concentration. A high effectiveness is desirable in most applications. For isothermal and endothermic reactions, we see that $0 \leq \mathcal{E}_{\varepsilon}, \mathcal{E}<1$. This definition was introduced by Aris in the linear case $(p=2$ and $\sigma=\lambda u$, see $[1,21,3])$. The study of this functional is equivalent to the study of the ineffectivenes

$$
\begin{equation*}
\eta_{\varepsilon}=\frac{1}{\left|S_{\varepsilon}\right|} \int_{S_{\varepsilon}} \sigma\left(u_{\varepsilon}\right) \mathrm{d} S, \quad \eta=\frac{1}{|\Omega|} \int_{\Omega} \sigma(u) \mathrm{d} x . \tag{7}
\end{equation*}
$$

The mathematical properties have long been studied, see $[4,5,6,7,8]$. The aim of this papers is to prove that $\eta_{\varepsilon} \rightarrow \eta$ as $\varepsilon \rightarrow 0$.

### 1.2. Weak formulations

Let us define the energy functional

$$
\begin{equation*}
J_{\varepsilon}(v)=\frac{1}{p} \int_{\Omega_{\varepsilon}}|\nabla v|^{p} \mathrm{~d} x+\beta(\varepsilon) \int_{S_{\varepsilon}} \Phi(v) \mathrm{d} S-\int_{\Omega_{\varepsilon}} f v \mathrm{~d} x-\beta(\varepsilon) \int_{S_{\varepsilon}} g v \mathrm{~d} S \tag{8}
\end{equation*}
$$

where $\Phi(s)=\int_{0}^{s} \sigma(\tau) d \tau$. Its subdifferential $A_{\varepsilon}=\partial J_{\varepsilon}$ is given by

$$
\begin{equation*}
\left\langle A_{\varepsilon} v, w\right\rangle=\int_{\Omega_{\varepsilon}}|\nabla v|^{p-2} \nabla v \cdot \nabla w \mathrm{~d} x+\beta(\varepsilon) \int_{S_{\varepsilon}} \sigma(v) w \mathrm{~d} S-\int_{\Omega_{\varepsilon}} f w \mathrm{~d} x-\beta(\varepsilon) \int_{S_{\varepsilon}} g w \mathrm{~d} S . \tag{9}
\end{equation*}
$$

We say that $u_{\varepsilon}$ is a weak solution of (3) if $A_{\varepsilon} u_{\varepsilon}=0$. However, $\sigma\left(u_{\varepsilon}\right)$ is usually not a well behaved sequence. We would rather work with an equivalent formulation that does not include it. In this direction, we have the following characterization of minimizers

Lemma 1. Let $X$ be a reflexive Banach space, $J: X \rightarrow(-\infty,+\infty]$ be a convex functional $A=\partial J$ : $X \rightarrow \mathcal{P}\left(X^{\prime}\right)$ be its subdifferential. Then the following are equivalent:
i) $u$ is a minimizer of $J$,
ii) $u \in D(A)$ and $0 \in A u$.

If either holds, then
iii) For every $v \in D(A)$ and $\xi \in A v$

$$
\begin{equation*}
\langle\xi, v-u\rangle \geq 0 \tag{10}
\end{equation*}
$$

Furthermore, assume that $J$ is Gateaux-differentiable on $X$ and $A$ is continuous on $X$ then iii) is also equivalent to i).

Remark 1. Naturally, if there is uniqueness of iii) then the i)-iii) are also equivalent.
Remark 2. One should not confuse condition iii) with the Stampacchia formulation (see e.g. [6]). For a bilinear form $a$ and a linear function $F$ this function is

$$
\begin{equation*}
a(u, v-u) \geq G(v-u) \tag{11}
\end{equation*}
$$

for all $v$ in the correspondent space, whereas with this formulation we have $a(v, v-u)$. The advantage of the representation we consider is that one of the elements can be taken constant as $\varepsilon \rightarrow 0$.

We will say that $u_{\varepsilon}$ is a weak solution of (3) if it is a minimizer of $J_{\varepsilon}$ in $W^{1, p}\left(\Omega_{\varepsilon}, \partial \Omega\right)$.
Proposition 1 ([26]). Let $p>1$. Then there exists an extension operator

$$
\begin{equation*}
P_{\varepsilon}: W^{1, p}\left(\Omega_{\varepsilon}, \partial \Omega\right) \rightarrow W_{0}^{1, p}(\Omega) \tag{12}
\end{equation*}
$$

Furthermore, there exists a constant $C$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left\|\nabla P_{\varepsilon} u_{\varepsilon}\right\|_{L^{p}(\Omega)} \leq C\left\|\nabla u_{\varepsilon}\right\|_{L^{p}(\Omega)} . \tag{13}
\end{equation*}
$$

Hence, there exists a subsequence of the original sequence $P_{\varepsilon} u_{\varepsilon}$ that admits a weak $W_{0}^{1, p}(\Omega)$ limit, which we will define as $u$. The aim of this paper is to characterize $u$.

### 1.3. Homogenization of solutions for $1<p<n$

We state two approximation lemmas, which are key to our arguments.
Lemma 2. Let $\sigma \in \mathcal{C}(\mathbb{R})$ be nondecreasing such that $\sigma(0)=0$. Then there exists $\sigma_{\varepsilon} \in C^{1}(\mathbb{R})$ non decreasing such that $\sigma_{\varepsilon}(0)=0$ and $\left\|\sigma-\sigma_{\varepsilon}\right\| \leq \varepsilon$.

Let us define the critical values of $a_{\varepsilon}$ and $\beta$, for $1<p<n$

$$
\begin{equation*}
a_{\varepsilon}^{*}=\varepsilon^{\frac{n}{n-p}}, \quad \beta^{*}(\varepsilon)=a_{\varepsilon}^{-(n-1)} \varepsilon^{n}, \tag{14}
\end{equation*}
$$

which separates different asymptotic behaviours of the solution. We focus on the cases $a_{\varepsilon} \gg a_{\varepsilon}^{*}$, since the critical case is $a_{\varepsilon} \sim a_{\varepsilon}^{*}$. The value $\beta^{*}$ separates the behaviours as shown by the following theorem. In fact, let us define

$$
\begin{equation*}
\beta_{0}=\left|\partial G_{0}\right| \lim _{\varepsilon \rightarrow 0} \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1} . \tag{15}
\end{equation*}
$$

Theorem 1. Let $1<p<n, g \in W^{1, \infty}(\Omega), a_{\varepsilon}^{*} \ll a_{\varepsilon} \ll \varepsilon, \sigma \in \mathcal{C}(\mathbb{R})$ nondecreasing such that $\sigma(0)=0$ and

$$
\begin{equation*}
|\sigma(v)| \leq C\left(1+|u|^{p-1}\right) \tag{16}
\end{equation*}
$$

Then the following results hold:
i) Let $\beta_{0}<+\infty$. Then, up to a subsequence $P_{\varepsilon} u_{\varepsilon} \rightharpoonup u$ in $W_{0}^{1, p}(\Omega)$, where $u$ is the unique solution of

$$
\begin{cases}-\Delta_{p} u+\beta_{0} \sigma(u)=f+\beta_{0} g & \Omega  \tag{17}\\ u=0 & \partial \Omega\end{cases}
$$

ii) Let $\beta_{0}=+\infty, g=0$ and $\sigma \in \mathcal{C}^{1}$. Then, up to a subsequence $P_{\varepsilon} u_{\varepsilon} \rightharpoonup u$ in $W_{0}^{1, p}(\Omega)$ and $u$ satisfies

$$
\begin{equation*}
u(x) \in \sigma^{-1}(0) \tag{18}
\end{equation*}
$$ a.e. in $\Omega$.

Remark 3. In particular, if $\beta_{0}=0$ then the limit problem does not contain any reaction term. If $a_{\varepsilon}=C_{0} \varepsilon^{\alpha}$ and $\beta(\varepsilon)=\varepsilon^{-\gamma}$ we have

$$
\begin{aligned}
& \alpha \in\left(1, \frac{n}{n-p}\right) \\
& \beta_{0}= \begin{cases}0 & \gamma<\alpha(n-p)-n \\
C_{0}^{n-1}\left|\partial G_{0}\right| & \gamma=\alpha(n-p)-n \\
+\infty & \gamma>\alpha(n-p)-n\end{cases}
\end{aligned}
$$

Remark 4. The same result holds for $p=n$, where the condition on the size $a_{\varepsilon}$ is

$$
\begin{equation*}
\varepsilon^{\frac{n}{n-1}} \ln \left(a_{\varepsilon}^{-1} \varepsilon\right) \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0 \tag{19}
\end{equation*}
$$

(see [27]) and for $p>n$, where critical size of inclusions doesn't exist so there is no condition on $a_{\varepsilon}^{*}$ (see [11]). We can write the critical size for any $p>1$ as:

$$
a_{\varepsilon}^{*}= \begin{cases}\varepsilon^{\frac{n}{n-p}} & \text { if } 1<p<n  \tag{20}\\ \varepsilon e^{-\left(\frac{1}{\varepsilon}\right)^{1-\frac{1}{n}}} & \text { if } p=n \\ 0 & \text { if } p>n\end{cases}
$$

The value of $\beta^{*}$ is still

$$
\begin{equation*}
\beta^{*}(\varepsilon)=a_{\varepsilon}^{-(n-1)} \varepsilon^{n} \tag{21}
\end{equation*}
$$

### 1.4. Homogenization of the effectiveness factor when $p>1$

We conclude by stating a theorem on homogenization of the effectiveness functional that improves previous results by the authors (see [13, 14]). We give conditions so that

$$
\begin{equation*}
\frac{1}{\left|S_{\varepsilon}\right|} \int_{S_{\varepsilon}} \sigma\left(u_{\varepsilon}\right) \mathrm{d} S \rightarrow \frac{1}{|\Omega|} \int_{\Omega} \sigma(u) \mathrm{d} x \quad \text { as } \varepsilon \rightarrow 0 \tag{22}
\end{equation*}
$$

To achieve this we need a stronger approximation result for the family of Hölder-continuous functions.
Remark 5. If $I$ is a bounded interval then $\mathcal{C}(I) \subset \mathcal{C}^{0, \alpha}(I)$. This is not true if $I$ is unbounded. For example, all functions in $\mathcal{C}^{0, \alpha}(\mathbb{R})$ are sublinear. We introduce the following condition

$$
\begin{equation*}
|\sigma(t)-\sigma(s)| \leq C\left(|t-s|^{\alpha}+|t-s|^{p}\right) \quad \forall t, s \in \mathbb{R} \tag{23}
\end{equation*}
$$

that represents "local Hölder" continuity, in the sense that there is no need for the function to be differentiable. On the other hand, as $|s-t| \rightarrow+\infty$, the function $\sigma$ behaves like a power, and then $\sigma$ can be a non sublinear.

Lemma 3. Let $\sigma \in \mathcal{C}(\mathbb{R})$, nondecreasing and there exists $0<\alpha \leq 1, p>1$ such that (23) holds. Then, for every $0<\varepsilon<\frac{1}{4 C}$ there exists $\sigma_{\varepsilon} \in \mathcal{C}(\mathbb{R})$ (piecewise linear) such that

$$
\begin{align*}
& \left\|\sigma_{\varepsilon}-\sigma\right\|_{\mathcal{C}(\mathbb{R})} \leq \varepsilon  \tag{24}\\
& 0 \leq \sigma_{\varepsilon}^{\prime} \leq D \varepsilon^{1-\frac{1}{\alpha}} \tag{25}
\end{align*}
$$

where $D$ depends only on the $C, \alpha, p$.
Theorem 2. Let $p>1, a_{\varepsilon}^{*} \ll a_{\varepsilon} \ll \varepsilon, \beta \sim \beta^{*}$ and $\sigma$ be continuous such that $\sigma(0)=0$. Let $u_{\varepsilon}$ and $u$ be the solutions of (3) and (17). Lastly, assume either:
i) $\sigma$ is uniformly Lipschitz continuous ( $\sigma^{\prime} \in L^{\infty}$ ), or
ii) $\sigma \in \mathcal{C}(\mathbb{R})$ and there exists $0<\alpha \leq 1$ and $q>1$ such that we have (23) and

$$
\begin{equation*}
(\sigma(t)-\sigma(s))(t-s) \geq C|t-s|^{q}, \quad \forall t, s \in \mathbb{R} \tag{26}
\end{equation*}
$$

Then (22) holds.
Remark 6. Even though roots $\sigma(s)=|s|^{q-1} s$ do not satisfy (26), but a continuous linear cutoff

$$
\sigma(s)= \begin{cases}|s|^{q-1} s & |s| \leq s_{0}  \tag{27}\\ \sigma_{0}+\lambda s & |s|>s_{0}\end{cases}
$$

does satisfy this kind of behaviour. Hence, the result for $\sigma(s)=|s|^{q-1} s$ where $q<1$ holds, at least for uniformly bounded solutions. This must hold, for example, in Chemical Engineering since $u$ typically represents a concentration, so $0 \leq u \leq 1$.

## 2. Auxiliary results and estimates

### 2.1. Estimates on the boundary integrals

First let us introduce a uniform trace information in $S_{\varepsilon}$

Proposition 2. Let $p>1$ and assume (2). Then
i) There exists $C$, independent of $\varepsilon$, such that, for $u \in W^{1, p}\left(\Omega_{\varepsilon}, \partial \Omega\right)$, it holds that

$$
\begin{equation*}
\beta^{*}(\varepsilon) \int_{S_{\varepsilon}}|u|^{p} \mathrm{~d} S \leq C \int_{\Omega_{\varepsilon}}|\nabla u|^{p} \mathrm{~d} x . \tag{28}
\end{equation*}
$$

ii) If $v_{\varepsilon} \rightharpoonup v$ in $W_{0}^{1, p}(\Omega)$ and $a_{\varepsilon}^{*} \ll a_{\varepsilon} \ll \varepsilon$. Then

$$
\begin{equation*}
\beta^{*}(\varepsilon) \int_{S_{\varepsilon}} v_{\varepsilon} \mathrm{d} S \rightarrow\left|\partial G_{0}\right| \int_{\Omega} v \mathrm{~d} x \tag{29}
\end{equation*}
$$

Remark 7. Notice that the natural trace in $S_{\varepsilon}$ is not well behaved with respect to $\int_{S_{\varepsilon}} \cdot \mathrm{d} S$, but rather with $\frac{1}{\left|S_{\varepsilon}\right|} \int_{S_{\varepsilon}} \cdot \mathrm{d} S$

Lemma 4. Let $0<r<s$. Then, there exists $C$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\left(\beta^{*}(\varepsilon) \int_{S_{\varepsilon}}|u|^{r} \mathrm{~d} S\right)^{\frac{1}{r}} \leq C\left(\beta^{*} \int_{S_{\varepsilon}}|u|^{s} \mathrm{~d} S\right)^{\frac{1}{s}} \tag{30}
\end{equation*}
$$

Proof. Let $q=\frac{s}{r}>1$. Then $q^{\prime}=\frac{s}{s-r}$. Applying Hölder's inequality we find that

$$
\begin{aligned}
\int_{S_{\varepsilon}}|u|^{r} \mathrm{~d} S & \leq C\left(\int_{S_{\varepsilon}}|u|^{s} \mathrm{~d} S\right)^{\frac{r}{s}}\left(\int_{S_{\varepsilon}} 1^{\frac{s}{s-r}} \mathrm{~d} S\right)^{\frac{s-r}{s}} \\
\beta^{*}(\varepsilon) \int_{S_{\varepsilon}}|u|^{r} \mathrm{~d} S & \leq C \beta^{*}(\varepsilon)^{\frac{1}{q}+\frac{1}{q^{\prime}}}\left(\int_{S_{\varepsilon}}|u|^{s} \mathrm{~d} S\right)^{\frac{r}{s}}\left|S_{\varepsilon}\right|^{\frac{s-r}{s}} \\
& \leq C \beta^{*}(\varepsilon)^{\frac{1}{q}+\frac{1}{q^{\prime}}}\left(\int_{S_{\varepsilon}}|u|^{s} \mathrm{~d} S\right)^{\frac{r}{s}}\left|S_{\varepsilon}\right|^{\frac{s-r}{s}} \\
& \leq C\left(\beta^{*}(\varepsilon) \int_{S_{\varepsilon}}|u|^{s} \mathrm{~d} S\right)^{\frac{r}{s}}\left(\beta^{*}(\varepsilon)\left|S_{\varepsilon}\right|\right)^{\frac{s-r}{s}} \\
& \leq C\left(\beta^{*}(\varepsilon) \int_{S_{\varepsilon}}|u|^{s} \mathrm{~d} S\right)^{\frac{r}{s}},
\end{aligned}
$$

which concludes the result.

With this results we can proof that

Proposition 3. Let $p>1$. Then, for every $\varepsilon>0$ there exists a unique weak solution of (3) $u_{\varepsilon} \in$ $W^{1, p}\left(\Omega_{\varepsilon}, \partial \Omega\right)$. Furthermore, there exists a constant $C$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left\|\nabla u_{\varepsilon}\right\|_{L^{p}\left(\Omega_{\varepsilon}\right)}^{p-1} \leq C\left(\|f\|_{L^{p^{\prime}}\left(\Omega_{\varepsilon}\right)}+\beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\|g\|_{L^{\infty}(\mathbb{R})}\right) . \tag{31}
\end{equation*}
$$

### 2.2. Characterization of solutions

The proof of the furthermore statement can be found in [16]. In fact we state the the following characterization, which could improve the regularity required, but that we do not apply due to the homogenization techniques applied.

Lemma 5 (Proposition 2.2 in [16]). Let us assume that $J=J_{1}+J_{2}$ and $J_{1}$ and $J_{2}$ being l.s.c. convex functions on a convex set $\mathcal{C}$ into $\mathbb{R}$, $J_{1}$ being Gateaux-differentiable with differential $J_{1}^{\prime}$. Then $u \in \mathcal{C}$, the following three conditions are equivalent to each other:
i) $u$ is a minimizer of $J$,
ii) For every $v \in \mathcal{C}$

$$
\begin{equation*}
\left\langle J_{1}^{\prime}(u), v-u\right\rangle+J_{2}(v)-J_{2}(u) \geq 0 \tag{32}
\end{equation*}
$$

iii) For every $v \in \mathcal{C}$

$$
\begin{equation*}
\left\langle J_{1}^{\prime}(v), v-u\right\rangle+J_{2}(v)-J_{2}(u) \geq 0 \tag{33}
\end{equation*}
$$

We have the following lemma
Lemma 6. Let $1<p<+\infty$ and $\sigma$ be a nondecreasing function. Then if

$$
\begin{aligned}
X & =W^{1, p}\left(\Omega_{\varepsilon}, \partial \Omega\right) \quad \mathcal{C}=\left\{v \in X: \Phi(v) \in L^{1}\left(S_{\varepsilon}\right)\right\} \\
J(v) & =E_{\varepsilon}(v) \quad A v=A_{\varepsilon} v \\
J_{1}(v) & =\frac{1}{p} \int_{\Omega_{\varepsilon}}|\nabla v|^{p} \mathrm{~d} x-\int_{\Omega_{\varepsilon}} f v \mathrm{~d} x-\beta(\varepsilon) \int_{S_{\varepsilon}} g v \mathrm{~d} S \\
J_{1}^{\prime}(v)(w) & =\int_{\Omega_{\varepsilon}}|\nabla v|^{p-2} \nabla v \cdot \nabla w \mathrm{~d} x-\int_{\Omega_{\varepsilon}} f w \mathrm{~d} x-\beta(\varepsilon) \int_{S_{\varepsilon}} g w \mathrm{~d} S \\
J_{2}(v) & =\beta(\varepsilon) \int_{S_{\varepsilon}} \Phi(v) \mathrm{d} S \\
\left\langle J_{2}^{\prime}(v), w\right\rangle & =\beta(\varepsilon) \int_{S_{\varepsilon}} \sigma(v) w \mathrm{~d} S,
\end{aligned}
$$

or

$$
\begin{aligned}
X & =W^{1, p}(\Omega), \quad \mathcal{C}=\left\{v \in X: \Phi(v) \in L^{1}(\Omega)\right\} \\
J & =J_{1}+J_{2} \\
J_{1}(v) & =\frac{1}{p} \int_{\Omega}|\nabla v|^{p} \mathrm{~d} x-\int_{\Omega} f v \mathrm{~d} x-\beta_{0} \int_{\Omega} g v \mathrm{~d} x \\
\left\langle J_{1}^{\prime}(v), w\right\rangle & =\frac{1}{p} \int_{\Omega}|\nabla v|^{p-2} \nabla v \cdot \nabla w \mathrm{~d} x-\int_{\Omega} f w \mathrm{~d} x-\beta(\varepsilon) \int_{S_{\varepsilon}} g w \mathrm{~d} x \\
J_{2}(v) & =\beta_{0} \int_{\Omega} \Phi(v) \mathrm{d} x \\
J_{2}^{\prime}(v)(w) & =\beta(\varepsilon) \beta_{0} \int_{\Omega} \sigma(v) w \mathrm{~d} x
\end{aligned}
$$

we have that $J_{1}, J_{2}: \mathcal{C} \rightarrow \mathbb{R}, J_{1}$ are convex, $J_{1}$ is Gateaux differentiable. Furthermore, if (16) holds then $\mathcal{C}=X, J_{2}$ is Gateaux-differentiable in $X$ and $J^{\prime}$ is continuous on $X$.

Remark 8. The furthermore part was first proved in [15]. Condition (16) is given by the fact that, $v \mapsto G(v)$ is $L^{r}(\Omega) \rightarrow L^{t}(\Omega)$ is continuous if $|G| \leq C\left(1+|v|^{\frac{r}{t}}\right)$. Notice that, for $r=p$ and $t=p^{\prime}$ we have $\frac{r}{t}=p-1$. In this case, $J$ satisfies the continuity condition for $L^{p} \rightarrow L^{1}$, which is enough to make $J$ continuous. It is likely that (16) is purely a technical requirement so that iii) implies i).
2.3. On the coercivity of the $p$-Laplacian, when $1<p<2$

We will need the following auxiliary lemma, that deals with the coercivity of the $p$-Laplace operator:
Lemma 7. Let $1<p<2$ and $u, v \in W^{1, p}(\Omega)$. Then

$$
\begin{align*}
\int_{\Omega}|\nabla(u-v)|^{p} \mathrm{~d} x \leq C & \left(\int_{\Omega} \frac{|\nabla(u-v)|^{2}}{|\nabla u|^{2-p}+|\nabla v|^{2-p}} \mathrm{~d} x\right)^{\frac{p}{2}}\left(\int_{\Omega}\left(|\nabla u|^{2-p}+|\nabla v|^{2-p}\right)^{\frac{p}{2-p}} \mathrm{~d} x\right)^{\frac{2-p}{p}} \\
\leq C & \left(\int_{\Omega}\left(|\nabla u|^{p-2} \nabla u-|\nabla v|^{p-2} \nabla v\right) \cdot \nabla(u-v) \mathrm{d} x\right)^{\frac{p}{2}} \\
& \times\left(\int_{\Omega}\left(|\nabla u|^{2-p}+|\nabla v|^{2-p}\right)^{\frac{p}{2-p}} \mathrm{~d} x\right)^{\frac{2-p}{p}} \tag{34}
\end{align*}
$$

Proof. The first inequality is a direct consequence of the Hölder inequality

$$
\begin{aligned}
& \left(\int_{\Omega} \frac{|\nabla(u-v)|^{p}}{\left(|\nabla u|^{2-p}+|\nabla v|^{2-p}\right)^{\frac{p}{2}}}\left(|\nabla u|^{2-p}+|\nabla v|^{2-p}\right)^{\frac{p}{2}} \mathrm{~d} x\right) \\
& \leq\left(\int_{\Omega} \frac{|\nabla(u-v)|^{2}}{|\nabla u|^{2-p}+|\nabla v|^{2-p}} \mathrm{~d} x\right)^{\frac{p}{2}}\left(\int_{\Omega}\left(|\nabla u|^{2-p}+|\nabla v|^{2-p}\right)^{\frac{p}{2-p}} \mathrm{~d} x\right)^{\frac{2-p}{p}},
\end{aligned}
$$

and the second one is due to the estimate for vectors, $\xi, \eta \in \mathbb{R}^{n}$, not both zero:

$$
\frac{|\xi-\eta|^{2}}{|\xi|^{2-p}+|\eta|^{2-p}} \leq C\left(|\eta|^{p-2} \eta-|\xi|^{p-2} \xi\right) \cdot(\eta-\xi)
$$

this concludes the proof.

### 2.4. Comparison of solutions with different kinetics

We have the following comparison lemma for the solutions:

Lemma 8. Let $\sigma, \hat{\sigma}$ be continuous functions, $\sigma$ satisfies (26) for some $q>1$ and let $u_{\varepsilon}$ and $\hat{u}_{\varepsilon}$ be the corresponding solutions of (3) with $\beta \sim \beta^{*}$. Then

$$
\begin{equation*}
\beta(\varepsilon) \int_{S_{\varepsilon}}\left|u_{\varepsilon}-\hat{u}_{\varepsilon}\right|^{q} \mathrm{~d} s \leq C\|\sigma-\hat{\sigma}\|_{C(\mathbb{R})}^{\frac{q}{q-1}} . \tag{35}
\end{equation*}
$$

Proof. We use $u-\hat{u}$ as a test function, and via the monotonicity of $\sigma$ we have

$$
\begin{aligned}
\beta(\varepsilon) \int_{S_{\varepsilon}}(\sigma(u)-\sigma(\hat{u}))(u-\hat{u}) \mathrm{d} S & \leq \int_{\Omega_{\varepsilon}}|\nabla(u-\hat{u})|^{p} \mathrm{~d} S+\beta(\varepsilon) \int_{S_{\varepsilon}}(\sigma(u)-\sigma(\hat{u}))(u-\hat{u}) \mathrm{d} S \\
& \leq \beta(\varepsilon) \int_{S_{\varepsilon}}(\hat{\sigma}(\hat{u})-\sigma(\hat{u}))(u-\hat{u}) \mathrm{d} S \\
& \leq\|\sigma-\hat{\sigma}\|_{\mathcal{C}(\mathbb{R})} \beta(\varepsilon) \int_{S_{\varepsilon}}|u-\hat{u}| \mathrm{d} S \\
& \leq C\|\sigma-\hat{\sigma}\|_{\mathcal{C}(\mathbb{R})}\left(\beta(\varepsilon) \int_{S_{\varepsilon}}|u-\hat{u}|^{q} \mathrm{~d} S\right)^{\frac{1}{q}}
\end{aligned}
$$

Due to (26) we have that

$$
\begin{aligned}
\beta(\varepsilon) \int_{S_{\varepsilon}}|u-\hat{u}|^{q} \mathrm{~d} S & \leq C\|\sigma-\hat{\sigma}\|_{\mathcal{C}(\mathbb{R})}\left(\beta(\varepsilon) \int_{S_{\varepsilon}}|u-\hat{u}|^{q} \mathrm{~d} S\right)^{\frac{1}{q}} \\
\left(\beta(\varepsilon) \int_{S_{\varepsilon}}|u-\hat{u}|^{q} \mathrm{~d} S\right)^{1-\frac{1}{q}} & \leq C\|\sigma-\hat{\sigma}\|_{\mathcal{C}(\mathbb{R})},
\end{aligned}
$$

which concludes the result.

Lemma 9. Let $\sigma, \hat{\sigma}$ be continuous nondecreasing functions such that $\sigma(0)=0$ and $u, \hat{u}$ be their respective solutions of (3). Then, there exists constants $C$ depending on $p$, but independent of $\varepsilon$, such that
i) If $1<p<2$

$$
\begin{equation*}
\left\|\nabla\left(u_{\varepsilon}-\hat{u}_{\varepsilon}\right)\right\|_{L^{p}\left(\Omega_{\varepsilon}\right)} \leq C \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\|\sigma-\hat{\sigma}\|_{\mathcal{C}(\mathbb{R})}\left(\left\|\nabla u_{\varepsilon}\right\|_{L^{p}\left(\Omega_{\varepsilon}\right)}^{2-p}+\left\|\nabla \hat{u}_{\varepsilon}\right\|_{L^{p}\left(\Omega_{\varepsilon}\right)}^{2-p}\right)^{\frac{2}{p}} \tag{36}
\end{equation*}
$$

ii) If $p \geq 2$ then

$$
\begin{equation*}
\left\|\nabla\left(u_{\varepsilon}-\hat{u}_{\varepsilon}\right)\right\|_{L^{p}\left(\Omega_{\varepsilon}\right)}^{p-1} \leq C \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\|\sigma-\hat{\sigma}\|_{\mathcal{C}(\mathbb{R})} \tag{37}
\end{equation*}
$$

Proof. By considering the difference of weak formulations we can write, for the test function $u_{2}-u_{1}$,

$$
\begin{aligned}
& \int_{\Omega}\left(\left|\nabla u_{2}\right|^{p-2} \nabla u_{2}-\left|\nabla u_{1}\right|^{p-2} \nabla u_{1}\right) \cdot \nabla\left(u_{2}-u_{1}\right) \mathrm{d} x+\beta(\varepsilon) \int_{S_{\varepsilon}}\left(\sigma_{2}\left(u_{2}\right)-\sigma_{2}\left(u_{1}\right)\right)\left(u_{2}-u_{1}\right) \mathrm{d} S \\
& \quad=\beta(\varepsilon) \int_{S_{\varepsilon}}\left(\sigma_{1}\left(u_{1}\right)-\sigma_{2}\left(u_{1}\right)\right)\left(u_{2}-u_{1}\right) \mathrm{d} S .
\end{aligned}
$$

Applying monotonicity, Proposition 2 and Lemma 4

$$
\begin{aligned}
\int_{\Omega}\left(\left|\nabla u_{2}\right|^{p-2}\right. & \left.\nabla u_{2}-\left|\nabla u_{1}\right|^{p-2} \nabla u_{1}\right) \cdot \nabla\left(u_{2}-u_{1}\right) \mathrm{d} x \\
& \leq \beta(\varepsilon)\left\|\sigma_{2}-\sigma_{1}\right\|_{\infty} \beta^{*}(\varepsilon)^{-1}\left(\beta^{*}(\varepsilon) \int_{S_{\varepsilon}}\left|u_{1}-u_{2}\right|^{p} \mathrm{~d} S\right)^{\frac{1}{p}} \\
& \leq C \beta(\varepsilon)\left\|\sigma_{2}-\sigma_{1}\right\|_{\infty} \beta^{*}(\varepsilon)^{-1}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|_{L^{p}\left(\Omega_{\varepsilon}\right)}
\end{aligned}
$$

Part ii) follows directly. Let us prove part i). Applying Lemma 7 we have that

$$
\begin{aligned}
& \left\|\nabla\left(u_{1}-u_{2}\right)\right\|_{L^{p}}^{p} \leq C\left(\beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\left\|\sigma_{2}-\sigma_{1}\right\|_{\infty}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|_{L^{p}}\right)^{\frac{p}{2}} \\
& \quad \times\left(\int_{\Omega}\left(\left|\nabla u_{1}\right|^{2-p}+\left|\nabla u_{2}\right|^{2-p}\right)^{\frac{p}{2-p}} \mathrm{~d} x\right)^{\frac{2-p}{p}} \\
& \left\|\nabla\left(u_{1}-u_{2}\right)\right\|_{L^{p}} \leq C \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\left\|\sigma_{2}-\sigma_{1}\right\|_{\infty}\left(\int_{\Omega}\left(\left|\nabla u_{1}\right|^{2-p}+\left|\nabla u_{2}\right|^{2-p}\right)^{\frac{p}{2-p}} \mathrm{~d} x\right)^{\frac{2}{p} \frac{2-p}{p}} \\
& \leq C \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\left\|\sigma_{2}-\sigma_{1}\right\|_{\infty}\left(\left\|\nabla u_{1}\right\|_{L^{p}}^{2-p}+\left\|\nabla u_{2}\right\|_{L^{p}}^{2-p}\right)^{\frac{2}{p}}
\end{aligned}
$$

which proves the result.

### 2.5. Proof of the approximation lemmas

There is extensive literature on the approximation of functions in bounded intervals, in particular approximation that preserve the monotonicity. For example, it is known that Bernstein polynomials of a monotone function are also monotone, and the convolution with a positive kernel also preserves global monotonicity. Finer results are known as to the approximation of function which are piecewise monotone by functions that share their monotonicity (i.e. comonotone functions. In this direction see, e.g. $[22,23,24,28])$.

One of the canonical options in this directions is the Yosida approximation, but, in general this only converges pointwise. This is natural, since one can approximate a discontinues function, which is Lipschitz continuous, and therefore the limit cannot be uniform. We choose, locally, a convolution with mollifiers.

Proof of Lemma 2. Let $\sigma_{\varepsilon, 0} \in \mathcal{C}^{1}([-1,1])$ be an approximation of $\sigma$ such that

$$
\left\{\begin{array}{l}
\sigma_{\varepsilon, 0}=\sigma \text { in }\{-1,0,1\} \\
\left\|\sigma_{\varepsilon, 0}-\sigma\right\|_{\mathcal{C}([-1,1])} \leq \varepsilon \\
\sigma_{\varepsilon, 0} \text { is nondecreasing. }
\end{array}\right.
$$

This can be done, since, for example, the convolution of $\sigma$ with nonnegative mollifiers are nondecreasing. Let $\sigma_{\varepsilon, 1} \in \mathcal{C}^{1}([1,2])$ be an approximation of $\sigma$ in $[1,2]$ such that

$$
\left\{\begin{array}{l}
\sigma_{\varepsilon, 1}=\sigma \text { in }\{1,2\} \\
\sigma_{\varepsilon, 1}^{\prime}(1)=\sigma_{\varepsilon, 0}^{\prime}(1) \\
\left\|\sigma_{\varepsilon, 1}-\sigma\right\|_{\mathcal{C}([1,2])} \leq \varepsilon \\
\sigma_{\varepsilon, 1} \text { is nondecreasing. }
\end{array}\right.
$$

We proceed analogously in $[n, n+1],[-(n+1),-n]$ for $n \in \mathbb{N}$. We finally construct $\sigma_{\varepsilon} \in \mathcal{C}^{1}(\mathbb{R})$ by matching the pieces.

Proof of Lemma 3. Let $\varepsilon<\frac{1}{4 C}$ and $\delta=\left(\frac{\varepsilon}{4 C}\right)^{\frac{1}{\alpha}}<1$. If $|x-y| \leq \delta$ then

$$
\begin{aligned}
|\sigma(x)-\sigma(y)| & \leq D\left(|x-y|^{\alpha}+|x-y|^{p}\right) \leq D\left(\delta^{\alpha}+\delta^{p}\right) \\
& \leq 2 D \delta^{\alpha}=\varepsilon
\end{aligned}
$$

We define

$$
\begin{equation*}
\sigma_{\varepsilon}(n \delta)=\sigma(n \delta), \quad n \in \mathbb{Z} \tag{38}
\end{equation*}
$$

and linear in $(n, n+1)$. Since $\sigma$ is nondecreasing so is $\sigma_{\varepsilon}$. For $x \in[\delta(n-1), \delta n]$ we have

$$
\begin{aligned}
\left|\sigma(x)-\sigma_{\varepsilon}(x)\right| & \leq|\sigma(x)-\sigma(\delta n)|+\left|\sigma(\delta n)-\sigma_{\varepsilon}(x)\right| \\
& \leq \frac{\varepsilon}{2}+\left|\sigma_{\varepsilon}(\delta n)-\sigma_{\varepsilon}(x)\right| \\
& \leq \frac{\varepsilon}{2}+\left(\sigma_{\varepsilon}(\delta n)-\sigma_{\varepsilon}(\delta(n-1))\right) \\
& =\frac{\varepsilon}{2}+(\sigma(\delta n)-\sigma(\delta(n-1))) \\
& \leq \frac{\varepsilon}{2}+\frac{\varepsilon}{2} \\
& =\varepsilon .
\end{aligned}
$$

On the other hand, for $x \in(\delta(n-1), \delta n)$ we have

$$
0 \leq \sigma_{\varepsilon}^{\prime}(x)=\frac{\sigma(\delta n)-\sigma(\delta(n-1))}{\delta} \leq C\left(\delta^{\alpha-1}+\delta^{p-1}\right) \leq D \varepsilon^{1-\frac{1}{\alpha}}
$$

which concludes the result.

## 3. Proof of Theorem 1

Proof of Theorem 1. We rewrite the problem, due to Lemma 1 as

$$
\begin{align*}
\int_{\Omega_{\varepsilon}}|\nabla v|^{p-2} & \nabla v \cdot \nabla\left(v-u_{\varepsilon}\right) \mathrm{d} x+\beta(\varepsilon) \int_{S_{\varepsilon}} \sigma(v)\left(v-u_{\varepsilon}\right) \mathrm{d} S \\
& \geq \int_{\Omega_{\varepsilon}} f\left(v-u_{\varepsilon}\right) \mathrm{d} x+\beta(\varepsilon) \int_{S_{\varepsilon}} g\left(v-u_{\varepsilon}\right) \mathrm{d} S \quad \forall v \in W_{0}^{1, p}(\Omega) \tag{39}
\end{align*}
$$

Let us start by considering $\sigma \in \mathcal{C}^{1}(\mathbb{R})$. If either $\beta_{0}=+\infty$ and $g=0$ or $\beta_{0}<+\infty$, we can apply Proposition 3 to show that $P_{\varepsilon} u_{\varepsilon}$ are uniformly bounded in $W_{0}^{1, p}(\Omega)$, and therefore there exists $u \in W_{0}^{1, p}(\Omega)$ and a subsequence of $P_{\varepsilon} u_{\varepsilon}$ (denoted as the original sequence) such that

$$
\begin{equation*}
P_{\varepsilon} u_{\varepsilon} \rightharpoonup u \quad \text { in } W_{0}^{1, p}(\Omega) \text { as } \varepsilon \rightarrow 0 \tag{40}
\end{equation*}
$$

Then it is known that (see $[26,29,32]$ ), for $v \in W_{0}^{1, \infty}(\Omega)$ we have

$$
\begin{aligned}
\int_{\Omega_{\varepsilon}}|\nabla v|^{p-2} \nabla v \cdot \nabla\left(v-u_{\varepsilon}\right) \mathrm{d} x & \rightarrow \int_{\Omega}|\nabla v|^{p-2} v \cdot \nabla(v-u) \mathrm{d} x \\
\int_{\Omega_{\varepsilon}} f\left(v-u_{\varepsilon}\right) \mathrm{d} x & \rightarrow \int_{\Omega} f(v-u) \mathrm{d} x \\
\beta^{*}(\varepsilon) \int_{S_{\varepsilon}} \sigma(v)\left(v-u_{\varepsilon}\right) \mathrm{d} S & \rightarrow\left|\partial G_{0}\right| \int_{\Omega} \sigma(v)(v-u) \mathrm{d} x \\
\beta^{*}(\varepsilon) \int_{S_{\varepsilon}} g\left(v-u_{\varepsilon}\right) \mathrm{d} S & \rightarrow\left|\partial G_{0}\right| \int_{\Omega} g\left(v-u_{\varepsilon}\right) \mathrm{d} x
\end{aligned}
$$

as $\varepsilon \rightarrow 0$. If $\beta_{0}<+\infty$ we can pass to the limit in (39) as $\varepsilon \rightarrow 0$ and obtain

$$
\begin{align*}
\int_{\Omega}|\nabla v|^{p-2} \nabla v & \cdot \nabla(v-u) \mathrm{d} x+\beta_{0} \int_{\Omega} \sigma(v)(v-u) \mathrm{d} x \\
& \geq \int_{\Omega} f(v-u) \mathrm{d} x+\beta_{0} \int_{\Omega} g(v-u) \mathrm{d} x \quad \forall v \in W_{0}^{1, \infty}(\Omega) \tag{41}
\end{align*}
$$

Applying density, Lemma 6 and Lemma 1 this is equivalent to $u$ being a solution of (17).
If $\beta_{0}=+\infty$ and $g=0$ then we write (39) as

$$
\begin{gathered}
\beta^{*}(\varepsilon) \beta(\varepsilon)^{-1} \int_{\Omega_{\varepsilon}}|\nabla v|^{p-2} \nabla v \cdot \nabla\left(v-u_{\varepsilon}\right) \mathrm{d} x+\beta^{*}(\varepsilon) \int_{S_{\varepsilon}} \sigma(v)\left(v-u_{\varepsilon}\right) \mathrm{d} S \\
\geq \beta^{*}(\varepsilon) \beta(\varepsilon)^{-1} \int_{\Omega_{\varepsilon}} f\left(v-u_{\varepsilon}\right) \mathrm{d} x .
\end{gathered}
$$

By passing to the limit we obtain

$$
\int_{\Omega} \sigma(v)\left(v-u_{\varepsilon}\right) \mathrm{d} x \geq 0, \quad v \in W_{0}^{1, \infty}(\Omega)
$$

Again, applying Lemma 1 we deduce the result.
Let $\sigma \in \mathcal{C}(\mathbb{R})$ and $\beta_{0}<+\infty$. By Lemma 2 there exists nondecreasing functions $\left(\sigma_{m}\right) \subset \mathcal{C}^{1}(\mathbb{R})$ such that $\sigma_{m}(0)=0, \sigma_{m} \rightarrow \sigma$ in $\mathcal{C}(\mathbb{R})$. Let $u_{\varepsilon, m}$ and $u_{m}$ be the solutions of (3) and (17) with kinetic $\sigma_{m}$, which by the previous proof satisfy

$$
\begin{equation*}
P_{\varepsilon} u_{\varepsilon, m} \rightharpoonup u_{m} \quad \text { in } W_{0}^{1, p}(\Omega) \text { as } \varepsilon \rightarrow 0 \tag{42}
\end{equation*}
$$

Applying Lemma 9 we have that

$$
\begin{array}{ll}
\left\|\nabla\left(u_{\varepsilon}-u_{m, \varepsilon}\right)\right\|_{L^{p}(\Omega)} \leq C \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\left\|\sigma_{m}-\sigma\right\|_{\mathcal{C}(\mathbb{R})} & \text { if } 1<p<2, \\
\left\|\nabla\left(u_{\varepsilon}-u_{m, \varepsilon}\right)\right\|_{L^{p}(\Omega)}^{p-1} \leq C \beta(\varepsilon) \beta^{*}(\varepsilon)^{-1}\left\|\sigma_{m}-\sigma\right\|_{\mathcal{C}(\mathbb{R})} & \text { if } 2 \leq p<n
\end{array}
$$

Passing to the limit as $\varepsilon \rightarrow 0$ in this estimations we get

$$
\begin{aligned}
\left\|\nabla\left(u-u_{m}\right)\right\|_{L^{p}(\Omega)} \leq C\left\|\sigma_{m}-\sigma\right\|_{\mathcal{C}(\mathbb{R})} & \text { if } 1<p<2, \\
\left\|\nabla\left(u-u_{m}\right)\right\|_{L^{p}(\Omega)}^{p-1} \leq C\left\|\sigma_{m}-\sigma\right\|_{\mathcal{C}(\mathbb{R})} & \text { if } 2 \leq p<n .
\end{aligned}
$$

By uniform boundedness there exists $\hat{u} \in W_{0}^{1, p}(\Omega)$ such that $u_{m} \rightharpoonup \hat{u}$ in $W^{1, p}(\Omega)$ as $m \rightarrow+\infty$. By continuity of the equation with respect to the kinetic we know that $\hat{u}$ is the solution of (17). From the previous estimate we have that $u=\hat{u}$, which concludes the proof.

Remark 9. Notice that condition (16) is only used to show that (41) implies that $u$ is a solution of (17). However, if we show that (41) has a unique solution then condition (16) can be removed. Also, if $u$ is bounded then this condition can also be removed.

## 4. Proof of Theorem 2

Proof of Theorem 2. Applying the results of this paper for the case $1<p<n$, which extend naturally to $p=n$ (see Remark 4) and [11] for the case $p>n$ we have that $P_{\varepsilon} u_{\varepsilon} \rightharpoonup u$ in $W_{0}^{1, p}(\Omega)$.

First, let us suppose that $\sigma^{\prime} \in L^{\infty}$. Then $\sigma\left(u_{\varepsilon}\right)$ is bounded in $W^{1, p}\left(\Omega_{\varepsilon}, \partial \Omega\right)$. Hence, it is easy to show that $P_{\varepsilon} \sigma\left(u_{\varepsilon}\right) \rightharpoonup \sigma(u)$ in $W_{0}^{1, p}(\Omega)$. We have

$$
\begin{equation*}
\left|S_{\varepsilon}\right|=\left|\Upsilon_{\varepsilon}\right|\left|a_{\varepsilon} \partial G_{0}\right|=a_{\varepsilon}^{n-1}\left|\Upsilon_{\varepsilon}\right|\left|\partial G_{0}\right| \tag{43}
\end{equation*}
$$

Taking into account (1) we get

$$
\begin{equation*}
\frac{\left|S_{\varepsilon}\right|}{\beta^{*}(\varepsilon)|\Omega|\left|\partial G_{0}\right|} \rightarrow 1 \tag{44}
\end{equation*}
$$

Hence, applying Proposition 2 we have the result for $\sigma$ uniformly Lipschitz.
Let $\sigma \in \mathcal{C}^{0, \alpha}(\mathbb{R})$ such that $(23),(26)$ are satisfied. According to Lemma 3 there exist a sequence of nondecreasing functions $\left(\sigma_{m}\right) \subset \mathcal{C}(\mathbb{R})$ such that $\sigma_{m}^{\prime} \in L^{\infty}$ and $\sigma_{m} \rightarrow \sigma$ in $\mathcal{C}(\mathbb{R})$.
Let $u_{\varepsilon, m}$ be the corresponding solution of (3) with kinetic $\sigma_{m}$. Then we have

$$
\begin{aligned}
\mid \beta(\varepsilon) \int_{S_{\varepsilon}} \sigma(u) \mathrm{d} S & -\beta(\varepsilon) \int_{S_{\varepsilon}} \sigma_{m}\left(u_{\varepsilon, m}\right) \mathrm{d} S\left|\leq \beta(\varepsilon) \int_{S_{\varepsilon}}\right| \sigma\left(u_{\varepsilon}\right)-\sigma_{m}\left(u_{\varepsilon}\right) \mid \mathrm{d} S \\
& \leq \beta(\varepsilon) \int_{S_{\varepsilon}}\left|\sigma\left(u_{\varepsilon}\right)-\sigma\left(u_{\varepsilon, m}\right)\right| \mathrm{d} S+\beta(\varepsilon) \int_{S_{\varepsilon}}\left|\sigma\left(u_{\varepsilon, m}\right)-\sigma_{m}\left(u_{\varepsilon, m}\right)\right| \mathrm{d} S \\
& \leq C \beta(\varepsilon) \int_{S_{\varepsilon}}\left|u_{\varepsilon}-u_{\varepsilon, m}\right|^{\alpha} \mathrm{d} S+\beta(\varepsilon)\left|S_{\varepsilon}\right|\left\|\mid \sigma-\sigma_{m}\right\|_{\mathcal{C}(\mathbb{R})} \\
& \leq C\left(\beta(\varepsilon) \int_{S_{\varepsilon}}\left|u_{\varepsilon}-u_{\varepsilon, m}\right|^{q} \mathrm{~d} S\right)^{\frac{\alpha}{q}}+\beta(\varepsilon)\left|S_{\varepsilon}\right|\left\|\mid \sigma-\sigma_{m}\right\|_{\mathcal{C}(\mathbb{R})} \\
& \leq C\left(\left\|\sigma-\sigma_{m}\right\|_{\mathcal{C}(\mathbb{R})}^{\frac{\alpha}{q-1}}+\left\|\sigma-\sigma_{m}\right\|_{\mathcal{C}(\mathbb{R})}\right)
\end{aligned}
$$

In particular, taking any $m \in \mathbb{Z}$ we show that up to a subsequence following convergence holds

$$
\eta_{\varepsilon}=\frac{1}{\left|S_{\varepsilon}\right|} \int_{S_{\varepsilon}} \sigma(u) \mathrm{d} S \rightarrow \eta_{0} \quad \text { as } \varepsilon \rightarrow 0
$$

Applying the first part of the proof, we have that

$$
\left|\eta_{0}-\frac{1}{|\Omega|} \int_{\Omega} \sigma_{m}\left(u_{m}\right) \mathrm{d} x\right| \leq C\left(\left\|\sigma-\sigma_{m}\right\|_{\mathcal{C}(\mathbb{R})}^{\frac{\alpha}{q-1}}+\left\|\sigma-\sigma_{m}\right\|_{\mathcal{C}(\mathbb{R})}\right)
$$

Due to Lemma 9 we have that, as $m \rightarrow+\infty, u_{m} \rightarrow u$ in $L^{p}(\Omega)$. Also, due (23) we have that $\sigma\left(u_{m}\right) \rightarrow \sigma(u)$ in $L^{1}(\Omega)$. Hence

$$
\begin{aligned}
\left\|\sigma_{m}\left(u_{m}\right)-\sigma(u)\right\|_{L^{1}(\Omega)} & \leq\left\|\sigma_{m}\left(u_{m}\right)-\sigma\left(u_{m}\right)\right\|_{L^{1}(\Omega)}+\left\|\sigma\left(u_{m}\right)-\sigma(u)\right\|_{L^{1}(\Omega)} \\
& \leq\left\|\sigma_{m}-\sigma\right\|_{\mathcal{C}(\mathbb{R})}+\left\|\sigma\left(u_{m}\right)-\sigma(u)\right\|_{L^{1}(\Omega)}
\end{aligned}
$$

Therefore, $\sigma_{m}\left(u_{m}\right) \rightarrow \sigma(u)$ in $L^{1}(\Omega)$. Hence,

$$
\eta_{0}=\frac{1}{|\Omega|} \int_{\Omega} \sigma(u) \mathrm{d} x
$$

Since every convergent subsequence of $\left(\eta_{\varepsilon}\right)$ has the same limit $\eta_{0}$ we conclude the proof.

## Acknowledgements

The research of the first two authors was partially supported by the project ref. MTM2014-57113-P of the DGISPI (Spain) and as members of the Research Group MOMAT (Ref. 910480) of the UCM . The research of D. Gómez-Castro was supported by a FPU Grant from the Ministerio de Educación, Cultura y Deporte (Spain).
[1] R. Aris. On shape factors for irregular particles-I. Chemical Engineering Science, 6(6):262-268, 1957.
[2] R. Aris. The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts. Oxford University Press, Oxford, 1975.
[3] R. Aris and W. Strieder. Variational Methods Applied to Problems of Diffusion and Reaction, volume 24 of Springer Tracts in Natural Philosophy. Springer-Verlag, New York, 1973.
[4] C. Bandle. A note on Optimal Domains in a Reaction-Diffusion Problem. Zeitschrift für Analysis und ihre Answendungen, 4 (3)(3):207-213, 1985.
[5] C. Bandle, R. Sperb, and I. Stakgold. Diffusion and reaction with monotone kinetics. Nonlinear Analysis: Theory, Methods and Applications, 8(4):321-333, 1984.
[6] J. I. Díaz. Nonlinear Partial Differential Equations and Free Boundaries. Pitman, London, 1985.
[7] J. I. Díaz and D. Gómez-Castro. Steiner symmetrization for concave semilinear elliptic and parabolic equations and the obstacle problem. In Dynamical Systems and Differential Equations, AIMS Proceedings 2015 Proceedings of the 10th AIMS International Conference (Madrid, Spain), pages 379386. American Institute of Mathematical Sciences, 2015.
[8] J. I. Díaz and D. Gómez-Castro. On the Effectiveness of Wastewater Cylindrical Reactors: an Analysis Through Steiner Symmetrization. Pure and Applied Geophysics, 173(3):923-935, 2016.
[9] J. I. Díaz, D. Gómez-Castro, A. V. Podol'skii, and T. A. Shaposhnikova. Homogenization of the pLaplace operator with nonlinear boundary condition on critical size particles: identifying the strange terms for some non smooth and multivalued operators. Doklady Mathematics, 94(1):387-392, 2016.
[10] J. I. Díaz, D. Gómez-Castro, A. V. Podol'skii, and T. A. Shaposhnikova. Homogenization of variational inequalities of Signorini type for the $p$-Laplacian in perforated domains when $p \in(1,2)$. To appear in Doklady Mathematics, 2017.
[11] J. I. Díaz, D. Gómez-Castro, A. V. Podolskii, and T. A. Shaposhnikova. Non existence of critical scales in the homogenization of the problem with p-Laplace diffusion and nonlinear reaction in the boundary of periodically distributed particles in n-dimensional domains when $p>n$. Revista de la Real Academia de Ciencias Exactas, Físicas y Naturales. Serie A. Matemáticas (RACSAM), 2017.
[12] J. I. Díaz, D. Gómez-Castro, A. V. Podol'skiy, and T. A. Shaposhnikova. Characterizing the strange term in critical size homogenization: quasilinear equations with a nonlinear boundary condition involving a general maximal monotone graph. Submitted.
[13] J. I. Díaz, D. Gómez-Castro, and C. Timofte. On the influence of pellet shape on the effectiveness factor of homogenized chemical reactions. In Proceedings Of The XXIV Congress On Differential Equations And Applications XIV Congress On Applied Mathematics, pages 571-576, 2015.
[14] J. I. Díaz, D. Gómez-Castro, and C. Timofte. The Effectiveness Factor of Reaction-Diffusion Equations: Homogenization and Existence of Optimal Pellet Shapes. Journal of Elliptic and Parabolic Equations, 2(1-2):119-129, 2016.
[15] I. Ekeland. On the variational principle. Journal of Mathematical Analysis and Applications, 47(2):324-353, 1974.
[16] I. Ekeland and R. Temam. Convex Analysis and Variational Problems. Society for Industrial and Applied Mathematics, 1999.
[17] D. Gómez, M. Lobo, E. Pérez, A. V. Podolskiy, and T. A. Shaposhnikova. Homogenization for the p-Laplace operator and nonlinear Robin boundary conditions in perforated media along ( n -1)-dimensional manifolds. Doklady Mathematics, 89(1):11-15, jan 2014.
[18] D. Gomez, M. E. Pérez, M. Lobo, A. V. Podolsky, and T. A. Shaposhnikova. Homogenization of a variational inequality for the p-Laplacian in perforated media with nonlinear restrictions for the flux on the boundary of isoperimetric perforations: p equal to the dimension of the space. Doklady Mathematics, 93(2):140-144, 2016.
[19] D. Gómez, M. E. Pérez, A. V. Podolskiy, and T. A. Shaposhnikova. Homogenization for the pLaplace operator in perforated media with nonlinear restrictions on the boundary of the perforations: A critical Case. Doklady Mathematics, 92(1):433-438, 2015.
[20] M. V. Goncharenko. Asymptotic behavior of the third boundary-value problem in domains with fine-grained boundaries. In A. Damlamian, editor, Proceedings of the Conference "Homogenization and Applications to Material Sciences" (Nice, 1995), GAKUTO, pages 203-213. Gakkötosho, Tokyo, 1997.
[21] D. Luss and N. R. Amundson. On a conjecture of Aris: Proof and remarks. AIChE Journal, 13(4):759-763, 1967.
[22] D. Newman. Efficient co-monotone approximation. Journal of Approximation Theory, 25(3):189-192, 1979.
[23] E. Passow and L. Raymon. Monotone and comonotone approximation. Proc. of the $A M S, 42(2): 390-$ 394, 1974.
[24] E. Passow, L. Raymon, and J. A. Roulier. Comonotone polynomial approximation. Journal of Approximation Theory, 11(3):221-224, 1974.
[25] A. V. Podol'skii. Homogenization limit for the boundary value problem with the p-Laplace operator and a nonlinear third boundary condition on the boundary of the holes in a perforated domain. Doklady Mathematics, 82(3):942-945, 2010.
[26] A. V. Podol'skii. Solution continuation and homogenization of a boundary value problem for the p-Laplacian in a perforated domain with a nonlinear third boundary condition on the boundary of holes. Doklady Mathematics, 91(1):30-34, 2015.
[27] A. V. Podol'skiy and T. A. Shaposhnikova. Homogenization for the p-Laplacian in an n-dimensional domain perforated by very thin cavities with a nonlinear boundary condition on their boundary in the case $\mathrm{p}=\mathrm{n}$. Doklady Mathematics, 92(1):464-470, 2015.
[28] J. A. Roulier. Monotone approximation of certain classes of functions. Journal of Approximation Theory, 1(3):319-324, 1968.
[29] T. A. Shaposhnikova and A. V. Podolskiy. Homogenization limit for the boundary value problem with the with the p-Laplace operator and a nonlinear third boundary condition on the boundary of the holes in a perforated domain. Functional Differential Equations, 19(3-4):1-20, 2012.
[30] I. Stakgold. Reaction-diffusion problems in chemical engineering. In Nonlinear Diffusion Problems, volume 1224, pages 119-152. 1986.
[31] M. N. Zubova and T. A. Shaposhnikova. Homogenization of boundary value problems in perforated domains with the third boundary condition and the resulting change in the character of the nonlinearity in the problem. Differential Equations, 47(1):78-90, 2011.
[32] M. N. Zubova and T. A. Shaposhnikova. Averaging of boundary-value problems for the Laplace operator in perforated domains with a nonlinear boundary condition of the third type on the boundary of cavities. Journal of Mathematical Sciences, 190(1):181-193, 2013.


[^0]:    * Corresponding author

    Email addresses: jidiaz@ucm.es (J. I. Díaz), dgcastro@ucm.es (D. Gómez-Castro), originalea@ya.ru (A. V Podolskii), shaposh.tan@mail.ru (T. A. Shaposhnikova)

