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1 Introduction

This is a preliminar presentation of a set of results by the authors ([12]) on the transient thermistor
problem. We study here the following one-dimensional thermistor formulation: given the interval
(−L, +L), which we denote as Ω, we consider the system





ut − (k(u)ux)x = σ(u)(vx)2 in Ω× (0, T ),
(σ(u)vx)x = 0 in Ω× (0, T ),
v = vD, u = uD ≥ 0 on ΓD × (0, T ),
σ(u) ∂v

∂n = 0, k(u) ∂u
∂n = 0 on ΓN × (0, T ),

u(x, 0) = u0(x) ≥ 0 on Ω.

(1)

Here n is the outward unit normal vector and ΓD, ΓN are subsets of ∂Ω with ΓD ∪ ΓN = ∂Ω,
the possibility ΓD = φ (the empty set), or ΓN = φ, being not excluded. Obviously, we assume
that ΓD ∩ ΓN = φ. This problem models the diffusion of heat produced by Joule’s effect in a
one dimensional conductor (see for instance [28], [14]): u is the temperature, k(u) the thermal
conductivity of the medium, v is the inside potential and σ(u) the electric conductivity which (as
k as well) is supposed to depend on the temperature.

We point out that the physically important case of the metallic conduction k(u) is given by
the Wiedemann-Franz law k(u) = k0uσ(u), where k0 is a positive constant and so the temperature
equation becomes degenerate where u = 0. In spite of its relevance in the applications, to the
best of our knowledge, the study of the case where the parabolic equation is degenerate is not
completely well-known in our days. Indeed: several authors considered the case in which electric
conductivity σ(u) degenerate (becoming identically zero for u ≥ u∗, for some u∗ > 0) but always
under the assumption k(u) > 0 (see [8] and [9], [10], [35], [37], [39]). Other authors considered the
case in which there is a change of phase in the temperature and then k(u) is taken as in the usual
Stefan problem (see [36], [40], [33], [41] and [20]). The case in which the thermal conductivity k
depends (even in a degenerate way) of the gradient of the temperature k = k(∇u) was considered
in [38]). The non-degenerate problem is studied in [1], [2]. For further reading see [16], [24], [25],
[29] and [34]. In spite the long period since our research was started (some of the present results
were already mentioned in the papers [2] and [1]), concerning the case k(0) = 0 we merely are
aware of the existence of solutions proved in [22], [23] (in both cases for σ(u) > 0). Our treatment
will include the case in which σ(u) may degenerate at u = 0. We mention the lack of results on
the uniqueness of solutions for the case k(0) = 0 and that, even under nondegeneracy assumption
on k, very few is said about the uniqueness of solutions in the above list of works.

If we set
ϕ(s) =

∫ s

0

k(τ)dτ

problem (1) reads 



ut − ϕ(u)xx = σ(u)(vx)2 in Ω× (0, T ),
(σ(u)vx)x = 0 in Ω× (0, T ),
v = vD, ϕ(u) = ϕ(uD) ≥ 0 on ΓD × (0, T ),
σ(u) ∂v

∂n = 0, ∂ϕ(u)
∂n = 0 on ΓN × (0, T ),

u(x, 0) = u0(x) ≥ 0 on Ω.

(2)
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The main goal of our results is to prove that problem (2) has one and only one weak solution
under suitable conditions in the degenerate case. It is well known that for such a problem a classical
solution does not exist in general. Notice that the case which interests us here is when k is allowed
to vanish at 0 and that the set where u = 0 may be non empty according the assumptions made on
uD and/or on u0(x). Notice also that besides the possible degeneracy of ϕ, an interesting feature
of our system is also the quadratic growth of its second right hand side.

We will set Q = Ω× (0, T ), moreover we will assume

σ is Lipschitz continuous, (3)
{

there exists a bounded increasing function σ0(u), with σ0(0) ≥ 0 and σ1 > 0
such that σ0(u) ≤ σ(u) < σ1 ∀ u ≥ 0,

(4)

ϕ ∈ C1([0,+∞)) ∩ C2((0, +∞)), (5)

ϕ′(0) ≥ 0, ϕ′(r) > 0 ∀ r > 0, (6)
{

there exists VD ∈ L∞((0, T ); H1(Ω)) such that
VD = vD on ΓD × (0, T ) and ∂VD

∂n = 0 on ΓN × (0, T ),
(7)

{
there exists UD such that ϕ(UD) ∈ H1((0, T ); H1(Ω))

ϕ(UD) = ϕ(uD) ≥ 0 on ΓD × (0, T ) and ∂ϕ(UD)
∂n = 0 on ΓN × (0, T ),

(8)

u0 ∈ L∞(Ω), 0 ≤ u0 ≤ M, (9)

where M is some positive constant. We point out that the case in which the constant σ1 is replaced
by an increasing function σ1(u) ≥ um for some m > 1 was treated in [1] and [2] where it was proved
the blow up of the solution in a finite time. Notice also that the Wiedemann-Franz law and the
assumption (4) imply that

k0

∫ u

0

σ0(s)sds ≤ ϕ(u) < C̃u2 ∀ u ≥ 0, (10)

with C̃ = k0σ1
2 .

Our existence result will require the following additional condition:




σ0(0) > 0
or

ϕ(u)α ≤ σ0(u) for any u ∈ [0, δ], for some α ∈ (0, 1), δ > 0 and,
if ΓN 6= φ then {t ∈ [0, T ] : VD(L, t) = VD(−L, t)} = (∪N

i Ii) ∪ I with
N ∈ N ∪ {0}, Ii subinterval of [0, T ] and I a zero measure subset of [0, T ].

(11)

Notice that the great generality allowed on σ(u) requires to say some words on the way the boundary
conditions are satisfied. We shall show that σ(u)vx ∈ L∞(Q) and that ϕ(u(., t)) is continuous.
Then the assumption

σ(uD(x, t)) > 0 on ΓD × [0, T ] (12)

implies that the trace of v on ΓD × (0, T ) is well defined. It turns out that a function which plays
a crucial role in the study of the system is the function

J := σ(u)vx,

which corresponds to the current density. Notice that the second equation of (1) implies that J is
independent of x, i.e., for a.e. t ∈ (0, T )

σ(u(x, t))vx(x, t) = J(t) for a.e. x ∈ Ω. (13)

Since the first equation can be, equivalently written as

ut − ϕ(u)xx = Jvx in Ω× (0, T ),

if J(t) ≡ 0 on some subinterval (t1,t2) ⊂ (0, T ) then the equations of system (1) are not coupled
on Ω × (t1,t2). Notice also that J(t) ≡ 0 on (0, T ) if infx∈Ω |vx(x, t)| = 0 (case, for instance, of



ΓN 6= φ) or minx∈Ω σ(u(x, t)) = 0 (case, for instance, of ΓD 6= φ, σ0(0) = 0 and uD(t, x) = 0).
Moreover, if minx∈Ω σ(u(x, t)) > 0 we have

vx(x, t) =
J(t)

σ(u(x, t))
a.e. x ∈ Ω.

Then, a simple integration shows that, for a.e. t ∈ (0, T )

v(L, t)− v(−L, t) = J(t)
∫

Ω

dx

σ(u(x, t))
, (14)

which will play an important role in our proof of the existence of solutions and also can be under-
stood as a weak sense in which the Dirichlet condition holds (notice that if J(t) ≡ 0 and, both,
ΓN 6= φ and ΓD 6= φ then, necessarily, v(x, t) = vD(x, t) on ΓN × (0, T )). Notice also that if
J(t) = 0 and σ(u(x, t)) > 0 for any x ∈ Ω, we get that vx ≡ 0. Finally, if ΓN = φ as

∫
Ω

dx
σ(u(x,t)) > 0

for a.e. t ∈ (0, T ),we get from (14) that J(t) = 0 (respectively J(t) > 0 or J(t) < 0) if and only if
vD(L, t)− vD(−L, t) = 0 (respectively vD(L, t)− vD(−L, t) > 0 or vD(L, t)− vD(−L, t) < 0).

The uniqueness of a weak solution will be obtained for the cases in which ΓD = φ or uD(t, x) > 0
on ΓD × (0, T ) (notice that the possible vanishing of u0 maintains the degenerate character to the
parabolic equation). We point out that the uniqueness technique of this paper applies to more
general formulations and, in particular, to N -dimensional problems (see Remark 3).

The last section of the paper is devoted to the study of a qualitative property which is peculiar
to the case ϕ′(0) = 0 (and a suitable growth condition which is satisfied when (10) holds). It
concerns with the occurrence of a free boundary (given by the boundary of the support of u). When
σ0(0) > 0 the vanishing set of the solution can be reduced to some curves in Q. Nevertheless,
if σ0(0) = 0, we show the, so called, finite speed of propagations property: if u0(x) = 0 on
Bρ0

(x0) := (x0 − ρ0, x0 + ρ0) for some x0 ∈ Ω and ρ0 > 0 then there exists t∗ > 0 and a function
ρ(t) : [0, t∗) 7→ [0,∞), with ρ(0) ≤ ρ0, such that u(x, t) = 0 a.e. in Bρ(t)(x0), ∀ t ∈ [0, t∗). We
shall prove that this property holds under the assumption (10). This result opens the possibility
of further studies on the properties (and regularity) on this free boundary.

2 Existence of a weak solution

Definition 1 Assumed (12), by a weak solution to problem (2) we mean a couple of functions
(u, v) such that

ϕ(u) ∈ L2(0, T ; H1(Ω)), u ≥ 0, u ∈ C([0, T ];L1(Ω)) ∩ L∞(Q), (15)

v ∈ L∞(Q), (16)

σ(u)vx ∈ L1(0, T ; L1(Ω)), σ(u) |vx|2 ∈ L1(0, T ;L1(Ω)), (17)

the boundary conditions v = vD, ϕ(u) = ϕ(uD) and σ(u) ∂v
∂n = 0,∂ϕ(u)

∂n = 0 hold on ΓD× (0, T ) and
ΓN × (0, T ) respectively, u(., 0) = u0 in L1(Ω) and

∫
Ω

u(x, T )ξ(x, T )dx− ∫
Ω

u0(x) ξ(x, 0)dx =
∫ T

0

∫
Ω

u ξtdtdx

− ∫ T

0

∫
Ω

ϕ(u)xξxdtdx− ∫ T

0

∫
Ω

σ(u) |vx|2 ξdtdx,
(18)

∫

Ω

σ(u)vxζxdx = 0 a.e. t ∈ (0, T ), (19)

for all ξ, ζ ∈ C1(Q) such that ξ(x, t), ζ(x, t) = 0 on ΓD × (0, T ).

The following existence result is proved in an entirely different way than for the existence results
of [22], [23]. The special approximation procedure will be used in our proof of the uniqueness of
solution of next section.
Theorem 1. Under the assumptions (11) and (12) there exists, at least, one weak solution to the
problem (2). Moreover, J(t):=σ(u(x, t))vx(x, t) is a bounded (constant in x) function on (0, T )
and if σ0(0) > 0 then vx ∈ L∞(Q).
Proof. By assumption (11), without lost of generality we can assume that σ0(0) > 0 or



vD(L, t) 6= vD(−L, t) a.e. t ∈ (0, T ). (20)

Indeed, let us assume that v(L, t) = v(−L, t) (and so J(t) ≡ 0) on some subinterval, for instance,
I1 = [0,t2) ⊂ (0, T ) and that J(t) 6= 0 on some other interval (t2, t3) ⊂ (0, T ) (other possibilities
are treated in a similar way). Then, since the equations of system are not coupled on Ω × (0,t2),
we can take v(t, x) ≡ v(L, t) on Ω× (0,t2) and u as the unique solution of the homogeneous porous
medium equation





wt − ϕ(w)xx = 0 in Ω× (0,t2),
ϕ(w) = ϕ(uD) ≥ 0 on ΓD × (0,t2),
w(x, 0) = u0(x) ≥ 0 on Ω.

(21)

Then, we are reduced to the conditions announced in (20) on the interval (t2, t3) with the new
initial condition for u given by w(x, t2). Notice that the same arises when ΓN = φ, nevertheless
we shall not assume this condition in the rest of the proof in order to recall an approximation
argument which will be used in the proof of the uniqueness of solutions.
The process of proof under condition (20) consists in three different steps.
Step 1: Approximation of u by a sequence uε > 0. The method consists in approximating the
solution (u, v) by (uε, vε) the solution of the problem





uε
t − ϕ(uε)xx = σ(uε)(vε

x)2 in Ω× (0, T ),
(σ(uε)vε

x)x = 0 in Ω× (0, T ),
vε = vD, ϕ(uε) = ϕ(max(uD, ε)) on ΓD × (0, T ),
∂vε

∂n = 0, ∂ϕ(uε)
∂n = 0 on ΓN × (0, T ),

uε(., 0) = u0 + ε on Ω.

(22)

As uε
t−ϕ(uε)xx ≥ 0, and from the assumptions (8) and (9) we deduce, from the maximum principle,

that any solution uε must verify

uε ≥ ε a.e. on Ω× (0, T ). (23)

Thus, ϕ′(uε) > 0, the operator is, now, uniformly parabolic and so a solution (uε, vε) to problem
(22) is known to exist (see, e.g., [14]). Moreover, this solution is smooth provided that our data
are smooth.
Step 2: A priori estimates. First, let us show that σ(uε)(vε

x)2, uε and σ(u)vx are bounded,
independently of ε, in L1(Q), L∞(Q) and L∞(Q), respectively. For that, multiply the equation of
vε in problem (22) by vε − VD and integrate by parts. We get :

∫

Ω

σ(uε)vε
x(vε − VD)xdx = 0 a.e. t ∈ (0, T ).

Hence, ∫

Ω

σ(uε)(vε
x)2dx ≤

∫

Ω

√
σ(uε) |vε

x|
√

σ(uε) |(VD)x| dx.

Applying the Cauchy-Schwarz inequality, we get
∫

Ω

σ(uε)(vε
x)2dx ≤ C(T ) (24)

thanks to (7). Now, since σ(uε)(vε
x)2 is bounded in L∞(0, T ;L1(Ω)) we get that uε

t − ϕ(uε)xx =
f ε(t, x) with f ε uniformly bounded in L∞(0, T ;L1(Ω)) and so we have from [27] that uε is uniformly
bounded in L∞(Q). On the other hand, from the equation of vε in problem (22) we have

σ(uε)vε
x = Jε(t)

where Jε(t) is a continuous function of t and hence

|Jε(t)|
σ1

≤ |vε
x| (25)

Plugging this into (24) we obtain

|Jε(t)|2 ≤ C(T )σ2
1ess sup

t∈[0,T ]

(
1∫

Ω
σ(uε(x, t))dx

)
(26)



where C(T ) denotes some constant independent of ε. We shall prove later, in the third step of the
proof that this implies that

|Jε(t)| ≤ C∗(T ) (27)

for some positive constant independent of ε.
Notice that if σ0(0) > 0 then vε

x is bounded in L∞(Q) independently of ε. Indeed, in that case
∫

Ω

σ0(vε
x)2dx ≤

∫

Ω

σ(uε)(vε
x)2dx ≤

∫

Ω

σ1v
ε
x(VD)xdx.

Applying the Cauchy-Schwarz inequality, we get now that
∫

Ω

(vε
x)2dx ≤ C(T ). (28)

From the equation of vε in problem (22) we deduce that

|Jε(t)|
σ1

≤ |vε
x| ≤

|Jε(t)|
σ0(0)

(29)

Plugging this into (28) we obtain

|Jε(t)|2 ≤ C(T )
σ2

1

|Ω| (30)

where C(T ) denotes some constant independent of ε and |Ω| is the measure of Ω. The L∞(Q)-
estimate follows then by (29). Notice also that, in fact, for general functions σ0(u) (with σ0(0) = 0)
if we consider the subset

[δ < uε] := {(x, t) ∈ Q : δ < uε(x, t)},
for some δ > 0 then we also have that

|vε
x(x, t)| ≤ |C1(T )|

σ0(δ)
for any (x, t) ∈ [δ < uε],

for some C1(T ).
It is easy to get a L∞(Q) a priori estimate on vε since, if ΓD 6= φ then, from the maximum principle,

|vε(x, t)| ≤ ‖vD‖L∞(Q) , for a.e. x ∈ Ω and any t ∈ [0, T ].

In the case ΓD = φ the function vε
x(x, t) = 0 and since vε is determined up a constant we can take

vε(x, t) = 0 for a.e. x ∈ Ω and any t ∈ [0, T ].
We also point out that if σ0(0) > 0 we get that uε

t − ϕ(uε)xx = f(t, x) with f ∈ L∞(Q) and so we
have, alternatively to the result of [27] (by the maximum principle and using the assumptions (8)
and (9) and that H1((0 T ); H1(Ω)) ⊂ C([0 T ];C(Ω)) = C(Q)) that there exists a positive constant
(which we denote again by C(T )) such that

ε ≤ uε ≤ C(T ) on Ω× [0, T ]. (31)

Notice that

σ(uε)vε
x =

σ(uε)(vε
x)2

vε
x

= Jε(t),

and from inequality (24)

∫

Ω

|vε
x(x, t)| dx ≤

∫
Ω

σ(uε)(vε
x)2dxdt

|Jε(t)| ≤ C(T )
|Jε(t)| (32)

In particular, if J0(t) 6= 0 for any t ∈ [0, T ]

∫ T

0

∫

Ω

|vε
x| dxdt ≤

∫ T

0

∫
Ω

σ(uε)(vε
x)2dxdt

mint∈[0,T ] |Jε(t)| ≤ C(T ). (33)



To get other a priori estimates we see that by multiplying the equation of uε in problem (22) by
ϕ(uε)− ϕ(max(UD, ε)) ∈ L2(0, T ; H1(Ω)) and integrating over Ω, we get,

∫

Ω

(ϕ(uε)− ϕ(max(UD, ε))uε
tdx +

∫

Ω

ϕ(uε)x(ϕ(uε)− ϕ(max(UD, ε)))xdx

=
∫

Ω

σ(uε)(vε
x)2(ϕ(uε)− ϕ(max(UD, ε)))dx.

Setting the real function

B(s) =
∫ s

0

ϕ(u)du

and integrating over (0, t) we obtain, for a new constant Ĉ(T ), that
∫

Ω

B(uε(x, t))dx +
1
2

∫ t

0

∫

Ω

(ϕ(uε)x)2dtdx (34)

≤ Ĉ(T ) +
∫

Ω

B(u0)dx,

where we used that

∫ t

0

∫

Ω

ϕ(max(UD, ε))uε
tdxdt =

∫

Ω

ϕ(max(UD(x, t), ε))uε(t, x)dx

−
∫

Ω

ϕ(max(UD(0, x), ε))(u0(x) + ε)dx−
∫ t

0

∫

Ω

(ϕ(max(UD, ε)))tu
εdxdt

as well as that, from assumption (11), the term
∫
Ω

σ(uε)(vε
x)2(ϕ(uε)−ϕ(max(UD, ε)))dx is bounded

if σ0(0) > 0 and that if σ0(0) = 0 then
∫

[0≤u≤δ]

σ(uε)(vε
x)2ϕ(uε)dx +

∫

[δ<u]

σ(uε)(vε
x)2ϕ(uε)dx

≤
∫

[0≤u≤δ]

(ϕ(uε))1−α
dx + C(T ) ≤

∫

Ω

(ϕ(uε))1−α
dx + C(T ).

So, in this case, it suffices to apply Poincaré and Young inequalities to get (34).
Then, since B(s) ≥ 0 for s ≥ 0, there exists some constant C = C(T ), independent of ε, such that

∫

Ω

B(uε(., t)) ≤ C(T ) ∀t ∈ (0, T ),

||ϕ(uε)||L2(0,T ;H1(Ω)) ≤ C(T ),

and (from the equation of uε)
||uε

t||L2(0,T ;H−1(Ω)) ≤ C(T ).

Moreover, since
ϕ(uε)t = ϕ′(uε)uε

t,

it follows that
||ϕ(uε)t||L2(0,T ;H−1(Ω)) ≤ C(T ).

Step 3 : Passage to the limit. Using a classical compactness argument (see [31]) and the mono-
tonicity of ϕ, we can extract a “subsequence” that for simplicity we still label by “ε” such that

ϕ(uε) ⇀ l1 in L2(0, T ; H1(Ω)), (35)

ϕ(uε) → l1 in L2(Q), (36)

uε → u in L∞(Q), (37)

(uε)t ⇀ l2 in L2(0, T ;H−1(Ω)), (38)

Clearly, one deduces that l1 = ϕ(u), l2 = ut. To prove estimate (27) we use estimate (26), the fact
that, since σ is Lipschitz, σ(uε) → σ(u) in L2(Q), and finally that

∫
Ω

dx
σ(u(x,t)) < ∞ for t ∈ (0, T ].



This last property can be shown easily since we know that uε
t − ϕ(uε)xx = f(t, x) ≥ 0 and so, by

the maximum principle, uε ≥ w with w solution of (21). Then, in the limit, u ≥ w and, on the
other hand, by the well-known results (see, e. g. [26]) on problem (21) we know that w(t, x) ≥ 0
a.e. on Q and that

∫
Ω

w(t, x)dx > 0 for any t ∈ (0, T ]. In conclusion, we get the estimate (27) and
then

Jε(t) ⇀ J(t) weakly-star in L∞(0, T ), (39)

vε ⇀ v weakly-star in L∞(0, T ;L∞(Ω)). (40)

In order to prove the regularity u ∈ C([0, T ];L1(Ω)) it suffices to multiply the equation of uε by
sign(ϕ(uε)) (which can be justified by taking a sequence of regular functions pn(r) converging to
the function sign(r) when n →∞ and such that pn(r) = 1 if r > ε

2 ). Then, by well-known results,
we get that

d

dt

∫

Ω

|uε(x, t)| dx ≤
∫

Ω

∣∣σ(uε(x, t))(vε
x(x, t))2

∣∣ dx

and, since, σ(uε)(vε
x)2 is bounded in L1(Q) independently of ε (recall (24)), the modulus of conti-

nuity of uε ∈ C([0, T ];L1(Ω)) is uniformly bounded in ε. Then, in the limit

d

dt

∫

Ω

|u(x, t)| dx ≤ C(T )

with C(T ) given by (24) which proves that u ∈ C([0, T ];L1(Ω)). Since minx∈Ω σ(uε(x, t)) > 0, by
using the identity

vD(L, t)− vD(−L, t) = Jε(t)
∫

Ω

dx

σ(uε(x, t))
, (41)

(recall the arguments mentioned at the Introduction) we deduce that, for a.e. t ∈ (0, T ),

Jε(t) → J(t) in R (42)

since for a.e. t ∈ (0, T )
vD(L, t)− vD(−L, t)∫

Ω
dx

σ(uε(x,t))

= Jε(t), (43)

σ(uε(x, t)) → σ(u(x, t)) for any x ∈ Ω (recall that ϕ(uε) ⇀ ϕ(u) in L2(0, T ;H1(Ω)) implies that
ϕ(uε(., t)) → ϕ(u(., t)) in C(Ω) for a.e. t ∈ (0, T )) and notice that if minx∈Ω σ(u(x, t)) = 0 then
J(t) = 0 and (42) is reduced to Jε(t) → 0 in R.
Thus, we conclude that for any ξ ∈ C1(Q) such that ξ(x, t) = 0 on ΓD × (0, T )

∫

Ω

σ(uε(x, t)) |vε
x(x, t)|2 ξ(x, t)dx = Jε(t)

∫

Ω

vε
x(x, t)ξ(x, t)dx

= −Jε(t)
∫

Ω

vε(x, t)ξx(x, t)dx.

Using (40) and (42) we can pass to the limit to deduce that
∫

Ω

σ(uε(x, t)) |vε
x(x, t)|2 ξ(x, t)dx → −J(t)

∫

Ω

v(x, t)ξx(x, t)dx

Then, we can pass to the limit in the boundary conditions and in the equations to get that
∫
Ω

u(x, T )ξ(x, T )dx− ∫
Ω

u0(x)ξ(x, 0)dx− ∫ T

0

∫
Ω

uξtdtdx

+
∫ T

0

∫
Ω

ϕ(u)xξxdtdx =
∫ T

0

∫
Ω

σ(u)(vx)2ξdtdx,
(44)

∫

Ω

σ(u)vxζxdx = 0 a.e. t ∈ (0, T ), (45)

to get the existence result.�
Remark 1. It is possible to get some additional regularity on u and v by using the Bernstein
type regularity method (see, to this respect, Theorem 3, the regularity results for the homogeneous
porous medium equation mentioned at [26] or the results, for the non-homogeneous case, by [32]).
Arguing as in the approximate step we have that if J(t) 6= 0 for any t ∈ [t1, t2] ⊂ [0, T ] then

∫ T

0

∫

Ω

|vx| dxdt ≤
∫ T

0

∫
Ω

σ(u)(vx)2

mint∈[t1,t2] |J(t)| ≤ C(T ). (46)



3 Uniqueness of solutions

In this section we prove that the weak solution to problem (2) is unique. Our main idea will
consist in proving that any possible weak solution must coincide with the solution constructed
in the previous section by using a method that, coming from the Holmgren duality method, it
was first adapted to degenerate equations by A.S. Kalashnikov (see references in [26]) and then
refined in [17]. Here the difficulty comes from the fact that we are dealing with a coupled system
of equations and not merely with a scalar degenerate equation (see the uniqueness results of [1],
[4], [11], [18] and [19] for some related systems).
Theorem 2. Assume ΓD = φ or uD(t, x) > 0 on ΓD × (0, T ). Then problem (2) has a unique
weak solution (u, v) such that v ∈ L1(0, T ;W 1,1(Ω)) ( v(., t) being univocally determined (up to a
constant if ΓD = φ) and taking arbitrary values on the set {(x, t) ∈ Q, σ(u(t, x)) = 0}).

Before giving the proof of this theorem let us introduce some notation. Let (uε, vε) be the
solution to problem (22) introduced in the previous section. Let (w, z) be any weak solution to
problem (2). By subtracting and using that

∫ T

0

∫

Ω

(σ(w) (zx)2 ξdtdx =
∫ T

0

∫

Ω

((σ(w)zzx)xξdtdx = −
∫ T

0

∫

Ω

σ(w)zxzξxdtdx,

which is justified since σ(w)zx ∈ L1(Q) and z ∈ L∞(Q), we have

∫

Ω

(w − uε)(x, T )ξ(x, T )dx−
∫

Ω

(w − uε)(x, 0)ξ(x, 0)dx =
∫ T

0

∫

Ω

(w − uε)ξtdtdx

+
∫ T

0

∫

Ω

(ϕ(w)− ϕ(uε))ξxxdtdx−
∫ T

0

∫

Ω

(σ(w)zzx − σ(uε)vεvε
x)ξxdtdx

+
∫ T

0

∫

ΓD

(ϕ(max(UD(s, t), ε))−ϕ(uD(s, t)))
∂ξ

∂n
(s, t)dtds+

∫ T

0

∫

Ω

(σ(w)zx−σ(uε)vε
x)ζxdtdx (47)

for all ξ, ζ ∈ C1(Q) ∩ C([0, T ] : C2(Ω)) such that ξ(x, t), ζ(x, t) = 0 on ΓD × (0, T ). Here the
term

∫ T

0

∫
ΓD

(ϕ(max(UD(s, t), ε))− ϕ(uD(s, t))) ∂ξ
∂n (s, t)dtds must be understood in the usual one-

dimensional integration by parts sense. So if, for instance, ΓD = {−L} ∪ {L} we have that

∫ T

0

∫

ΓD

(ϕ(max(UD(s, t), ε))− ϕ(uD(s, t)))
∂ξ

∂n
(s, t)dtds

=
∫ T

0

[(ϕ(max(UD(L, t), ε))− ϕ(uD(L, t)))ξx(L, t)

− (ϕ(max(UD(−L, t), ε))− ϕ(uD(−L, t)))ξx(−L, t)]dt.

Let us denote by I the left hand side of (47). Notice that and using that v, z ∈ L1(0, T ; W 1,1(Ω))

∫ T

0

∫

Ω

(σ(w)zzx − σ(uε)vεvε
x)ξxdtdx =

∫ T

0

∫

Ω

(σ(w)− σ(uε))zzxξxdtdx +
∫ T

0

∫

Ω

σ(uε)(zzx − vεvε
x)ξxdtdx =

∫ T

0

∫

Ω

(σ(w)− σ(uε))zzxξxdtdx +
∫ T

0

∫

Ω

σ(uε)(z − vε)zxξxdtdx

+
∫ T

0

∫

Ω

σ(uε)vε(z − vε)xξxdtdx =
∫ T

0

∫

Ω

(σ(w)− σ(uε))zzxξxdtdx

+
∫ T

0

∫

Ω

σ(uε)(z − vε)zxξxdtdx−
∫ T

0

∫

Ω

(σ(uε)vεξx)x(z − vε)dtdx

and ∫ T

0

∫

Ω

(σ(w)zx − σ(uε)vε
x)ζxdtdx =



∫ T

0

∫

Ω

(σ(w)− σ(uε))zxζxdtdx +
∫ T

0

∫

Ω

σ(uε)(z − vε)xζxdtdx =

∫ T

0

∫

Ω

(σ(w)− σ(uε))zxζxdtdx−
∫ T

0

∫

Ω

(σ(uε)ζx)x(z − vε)dtdx.

Thus combining this with (47) we obtain

I =
∫ T

0

∫

Ω

(w − uε)(ξt +
ϕ(w)− ϕ(uε)

w − uε
ξxx −

σ(w)− σ(uε)
w − uε

zzxξx+

+
σ(w)− σ(uε)

w − uε
zxζx)dtdx +

∫ T

0

∫

ΓD

(ϕ(max(UD(s, t), ε))− ϕ(uD(s, t)))
∂ξ

∂n
(s, t)dtds

−
∫ T

0

∫

Ω

(z − vε) (σ(uε)zxξx − (σ(uε)vεξx)x + (σ(uε)ζx)x) dtdx. (48)

Let us set

Aε = Aε(x, t) =
ϕ(w)− ϕ(uε)

w − uε
, Bε = Bε(x, t) =

σ(w)− σ(uε)
w − uε

zzx (49)

Cε = Cε(x, t) =
σ(w)− σ(uε)

w − uε
zx , Dε = Dε(x, t) = σ(uε)zx (50)

Eε = Eε(x, t) = σ(uε)vε, Fε = Fε(x, t) = σ(uε). (51)

Thus (48) reads now :

I =
∫ T

0

∫

Ω

(w − uε){ξt + Aεξxx −Bεξx + Cεζx}dtdx

+
∫ T

0

∫

ΓD

(ϕ(max(UD(s, t), ε))− ϕ(uD(s, t)))
∂ξ

∂n
(s, t)dtds

−
∫ T

0

∫

Ω

(z − vε){Dεξx − (Eεξx)x + (Fεζx)x}dtdx.

Lemma 1. There exist three positive constants mε , Mε and M* (M* independent of ε) such that

mε ≤ Aε(x, t) ≤ Mε ∀(x, t) ∈ Q (52)

|Bε(x, t)|, |Cε(x, t)| ≤ M∗ ∀(x, t) ∈ Q. (53)

Proof. Estimate (53) results from the fact that σ is supposed to be Lipschitz continuous and from
(25), (26). To prove (52) recall that we are considering here a bounded solution w to problem (2).
So, there exists a constant M̃ such that

0 ≤ w(x, t), uε(x, t) ≤ M̃ ∀(x, t) ∈ Q.

By the mean value theorem one has

Aε(x, t) =
ϕ(w)− ϕ(uε)

w − uε
= ϕ′(θ(x, t))

where θ(x, t) belongs to the interval (w(x, t) uε(x, t)). Since v and uε are bounded from above, θ
is bounded from above and so does Aε(x, t).
If (x, t) is such that

|w(x, t)− uε(x, t)| ≤ ε

2
then, since by the maximum principle, uε ≥ ε

w(x, t) = uε(x, t) + w(x, t)− uε(x, t) ≥ ε− ε

2
=

ε

2

So, θ ≥ ε
2 and by (6) Aε(x, t) is bounded from below.

Next consider the case where
|w(x, t)− uε(x, t)| > ε

2



i.e.
w(x, t) > uε(x, t) +

ε

2
or w(x, t) < uε(x, t)− ε

2
.

In the case where w > uε + ε
2 using the monotonicity of ϕ and the fact that |w− uε| ≤ 2M we get

Aε(x, t) =
ϕ(w)− ϕ(uε)

w − uε
>

ϕ(uε + ε
2 )− ϕ(uε)
2M

=
ϕ′(θ)
2M

where θ ≥ ε. Thus it results from (6) that Aε(x, t) is bounded from below.
In the case where w < uε − ε

2 using the monotonicity of ϕ we obtain

Aε(x, t) =
ϕ(uε)− ϕ(w)

uε − w
>

ϕ(uε)− ϕ(uε − ε
2 )

2M
=

ϕ′(θ)
2M

where θ ≥ ε
2 . Thus it results from (6) that in this case Aε(x, t) is bounded from below and we can

take
mε = min{ϕ′(θ) : θ ∈ [

ε

2
,M ]}min{1, 1/2M}. (54)

This completes the proof of the Lemma.�

Assume that we extend Aε, Bε, Cε to the whole R2 respectively by mε, 0, 0 and denote again
these extensions by Aε, Bε, Cε . Let ρ be a function of class C∞ with support in the ball B(0, 1)
of center 0 and radius 1 of R2 and such that

∫

B(0,1)

ρdtdx = 1.

Set
ρn(x, t) = n2ρ(nx, nt)

and
An

ε = ρn ∗Aε, Bn
ε = ρn ∗Bε, Cn

ε = ρn ∗ Cε,

where ∗ denotes the usual convolution operator. Clearly, these functions are of class C∞ in R2.
Moreover, one has

mε ≤ An
ε (x, t) ≤ Mε ∀(x, t) ∈ Q,∀n (55)

|Bn
ε |, |Cn

ε | ≤ M∗ ∀(x, t) ∈ Q, ∀n. (56)

Thus, equation (47) reads now

I =
∫ T

0

∫

Ω

(w − uε){ξt + An
ε ξxx −Bn

ε ξx + Cn
ε ζx}dtdx (57)

+
∫ T

0

∫

ΓD

(ϕ(max(UD(s, t), ε))− ϕ(uD(s, t)))
∂ξ

∂n
(s, t)dtds

+
∫ T

0

∫

Ω

(w − uε)ξxx(Aε −An
ε )dtdx−

∫ T

0

∫

Ω

(w − uε)ξx(Bε −Bn
ε )dtdx

+
∫ T

0

∫

Ω

(w − uε)ζx(Cε − Cn
ε )dtdx−

∫ T

0

∫

Ω

(z − vε){Dεξx − (Eεξx)x + (Fεζx)x}dtdx.

A similar argument must be applied if the coefficients Dε, Eε and Fε are not bounded (we leave
the details to the reader).

Now we construct a “dual system” which plays a crucial role in the proof of Theorem 2.
Lemma 2. There exists a unique smooth solution (ξ, ζ) = (ξn,m

ε , ζn,m
ε ) to the system





ξt + An
ε ξxx −Bn

ε ξx + Cn
ε ζx = 0 in Q,

−(Fεζx)x = (Eεξx)x −Dεξx in Q,
ζ = 0, ξ = 0 on ΓD × (0, T ),
∂ζ
∂n = 0, ∂ξ

∂n = 0 on ΓN × (0, T ),
ξ(., T ) = wm on (0, L),

(58)



where wm ∈ C∞0 (Ω) is such that |wm(x)| ≤ 1 for any x ∈ (−L,L) and

wm → sign(w(x, T )− uε(x, T )) in L2(Ω), when m →∞ (59)

(here sign denotes the sign0 function, i.e., sign(x) = x/|x| if x 6= 0, and 0 if x = 0).
Proof. First we make the change t → T − t in such a way that the system becomes (with obvious
notation) to find (ξ, ζ) such that





ξt = An
ε ξxx −Bn

ε ξx + Cn
ε ζx in Q,

−(Fεζx)x = (Eεξx)x −Dεξx in Q,
ζ = 0, ξ = 0 on ΓD × (0, T ),
∂ζ
∂n = 0, ∂ξ

∂n = 0 on ΓN × (0, T ),
ξ(., 0) = wm on (0, L).

(60)

Next looking for (ξ, ζ) of the form (e−λtξ, e−λtζ) the system reduces to find a solution to a system
of the type 




ξt = An
ε ξxx −Bn

ε ξx + Cn
ε ζx + λξ in Q,

−(Fεζx)x = (Eεξx)x −Dεξx in Q,
ζ = 0, ξ = 0 on ΓD × (0, T ),
∂ζ
∂n = 0, ∂ξ

∂n = 0 on ΓN × (0, T ),
ξ(., 0) = wm on (0, L).

(61)

Writing
An

ε ξxx = (An
ε ξx)x − (An

ε )xξx

one can assume, without lost of generality, that the system can be reformulated as




ξt = (An
ε ξx)x −Bn

ε ξx + Cn
ε ζx + λξ in Q,

−(Fεζx)x = (Eεξx)x −Dεξx in Q,
ζ = 0, ξ = 0 on ΓD × (0, T ),
∂ζ
∂n = 0, ∂ξ

∂n = 0 on ΓN × (0, T ),
ξ(., 0) = wm on (0, L).

(62)

Let us introduce the space V = {v ∈ H1(Ω) : v = 0 on ΓD}, let V ′ its dual and denote by L the
operator which to f ∈ V ′ associates u = L(f) the solution to




−(Fεux)x = f in Ω,

u = 0 on ΓD,
∂u
∂n = 0 on ΓN .

Then the second equation of problem (62) reads

ζ = L((Eεξx)x −Dεξx). (63)

Hence the first one becomes

ξt = (An
ε ξx)x −Bn

ε ξx + Cn
ε (L((Eεξx)x −Dεξx))x + λξ

i.e.
ξt = (An

ε ξx)x −Bn
ε ξx + λξ + L(ξ)

where L is a bounded linear operator from V into L2(Ω). Taking into account (63) the system
reduces to solve the problem





ξt = (An
ε ξx)x −Bn

ε ξx + λξ + L(ξ) in Q,
ξ = 0 on ΓD × (0, T ),
∂ξ
∂n = 0 on ΓN × (0, T ),
ξ(., 0) = wm on (0, L).

(64)

Setting

an
ε (t;u, v) =

∫

Ω

An
ε uxvxdx +

∫

Ω

Bn
ε uxvdx + λ

∫

Ω

uvdx +
∫

Ω

L(u)vdx



it is easy to see that for λ selected large enough one has

an
ε (t;u, u) ≥ νε||u||V

for some constant νε > 0 (independently of n, even if we apply the regularization process to Dε,
Eε and Fε) and where ||u||V denotes the usual norm in H1(Ω) (or the equivalent norm

||u||V = (
∫

Ω

u2
xdx)

1
2

in the case of ΓD 6= φ). Existence of a solution ξ to problem (64) follows then from a standard
Galerkin scheme (see for instance [6], Theorem 6.1).
We have also

ξ ∈ L2(0, T ;V ), ξt ∈ L2(0, T ; V ′)

and
‖ξ‖L2(0,T ;V ) ≤ C(ε) (65)

where C(ε) is a constant independent of n (see [6]). Moreover

ζ ∈ L2(0, T ;V ).

Using standard arguments we can show then that since our data are smooth so is our solution.�
Next, we show some estimates which we shall need later.

Lemma 3. Let (ξn,m
ε , ζn,m

ε ) be the solution to problem (58). Then, there exists a constant Cε

independent of n and m such that
∥∥ξn,m

ε,xx

∥∥
2,Q

,
∥∥ξn,m

ε,x

∥∥
2,Q

,
∥∥ζn,m

ε,x

∥∥
2,Q

≤ Cε (66)

( ‖‖2,Q denotes the usual L2-norm on L2(Q)).
Proof. For simplicity in the notation we drop the m- dependence. From (65) we have clearly

‖ξx‖2,Q ≤ Cε (67)

where Cε is independent of n and m. Multiplying the second equation of (62) by ζ and integrating
by parts over Ω, we then easily deduce

‖ζx‖2,Ω ≤ Cε ‖ξx‖2,Ω (68)

for some constant Cε independent of n and m. Then, it follows from (67) that

‖ζx‖2,Q ≤ Cε. (69)

Next, if we multiply the first equation of (61) by ξxx and integrate over Ω we obtain

−1
2

d

dt

∫

Ω

ξ2
xdx =

∫

Ω

An
ε ξ2

xxdx−
∫

Ω

Bn
ε ξxξxxdx +

∫

Ω

Bn
ε ζxξxxdx.

Hence, integrating over (0, T ) and recalling (52) we get

mε

∫ T

0

∫

Ω

ξ2
xxdx ≤

∫

Ω

ξ2
x(x, 0)dx +

∫ T

0

∫

Ω

|Bn
ε ||ξx|ξxx|dx +

∫ T

0

∫

Ω

|Cn
ε ||ξx|ξxx|dx.

Using Young’s Inequality and (53) in the two last integrals (66) follows.�

We are now able to complete the proof of Theorem 2.
Proof of Theorem 2. In (47), (57) choose (ξ, ζ) = (ξn,m

ε , ζn,m
ε ) solution to (58) where wm satisfies

(59). Then expressions (47) and (57) leads to
∫

Ω

(w − uε)(x, T )wm(x)dx−
∫

Ω

(w − uε)(x, 0)ξ(x, 0)dx (70)

=
∫ T

0

∫

ΓD

(ϕ(max(UD(s, t), ε))− ϕ(uD(s, t)))
∂ξ

∂n
(s, t)dtds +

∫ T

0

∫

Ω

(w − uε)ξxx(Aε −An
ε )dxdt

−
∫ T

0

∫

Ω

(w − uε)ξx(Bε −Bn
ε )dxdt +

∫ T

0

∫

Ω

(w − uε)ζx(Cε − Cn
ε )dxdt.



Notice that the assumption uD > 0 implies that for ε > 0 small enough we get that max(UD(s, t), ε)
= uD(s, t)) and so the first term of the right hand side disappears (this is also the case of ΓD = φ).
Then, by passing to the limit (first in ε → 0, then in n → ∞ and finally in m → ∞) we get that∫
Ω
|w(x, T )− u(x, T )| dx = 0. Since T is arbitrary we get that w ≡ uε and then, obviously, z ≡ v

on Q if ΓD 6= φ. When ΓD = φ we deduce that, for any t ∈ [0.T ] there exists a constant C(t) such
that z(., t)− v(., t) = C(t) on Ω. On the set {(x, t) ∈ Q, σ(u(t, x)) = 0} z and v may be different
without any consequence on the rest of points of Q.�

As in [17], the technique used for the proof of the uniqueness of weak solutions also leads to the
following continuous dependence result
Corollary 1. Let (u, v), (u∗, v∗) be the solutions corresponding to the initial data u0, u

∗
0 and the

same boundary conditions. Then we have the continuous dependence property

‖u(t)− u∗(t)‖L1(Ω) ≤ K∗
2 ‖u0 − u∗0‖L1(Ω)

for any t ∈ [0, T ] where K∗
2 = inf{K2(ε)} with K2(ε) := supn,m ‖ξn,m

ε ‖L∞(Ω) and ξn,m
ε given in

the proof of Lemma 4.
Remark 2. The case uD = 0 is more delicate since the first term of the right hand side of (70)
becomes ∫ T

0

∫

ΓD

ϕ(ε)
∂ξ

∂n
(s, t)dtds

and the passing to the limit requires sharper estimates obtained under additional assumptions (see,
for instance, [17] for the case of a single scalar equation). Nevertheless, we conjecture that, as in
the scalar case (see also [21]), the uniqueness of weak solutions holds also for uD = 0 and general
functions ϕ.
Remark 3. The above results (existence and uniqueness of weak solutions) can be obtained
for higher dimensions when Ω is assumed to be a bounded domain with smooth boundary and
satisfying the exterior sphere condition. For extensions of the technique introduced in [17] toN -
dimensional equations see the papers [7], [18] and [19]. Notice also that the introduction of the
linear operator, u = L(f), in the proof of the above theorem, could be applied to a more general
class of coupled systems.

4 On the existence of the free boundary

The assumption ϕ′(0) = 0 and a suitable growth assumption lead to the existence of a free
boundary given as the boundary of the support of the solution. In the case of evolution problems,
as the one under consideration, such property is usually denoted as the finite speed of propagation
property : if u0(x) = 0 on Bρ0

(x0) := (x0 − ρ0, x0 + ρ0) for some x0 ∈ Ω and ρ0 > 0 then there
exists t∗ > 0 and a function ρ(t) : [0, t∗) 7→ [0,∞), with ρ(0) ≤ ρ0, such that u(x, t) = 0 a.e. in
Bρ(t)(x0), ∀ t ∈ [0, t∗).

When ΓN 6= φ we know that the system becomes uncoupled (see the Introduction) and, so,
the criterium for the finite speed of propagation is well known (see, e.g., the surveys [26] and [5]).
Nevertheless, if ΓN = φ and σ0(0) > 0 the vanishing set of the solution can be reduced (at most)
to some curves in Q since, if we assume that u(., t) is a convex function of x then

ut ≥ σ0(vx)2

and thus

u(x, t) ≥ σ0

∫ t

0

vx(x, s)2ds + u0(x).

Then
∫ t

0
vx(x0, s)2ds > 0 implies that u(x0, t) > 0. Notice also that, from the strong maximum

principle, vx(x, .) can not be zero on a subset of Ω of positive measure (for any fixed t ∈ [0, T ]). On
the other hand, if σ(u(x, t)) (vx(x, t))2 > 0 on Q, it is impossible to get solutions u(x, t) vanishing
on an open subset ω of Q since we would reach a contradiction on ω trough the equation of (1).

The case σ0(0) = 0 (and ΓN = φ) is different. More precisely we have:
Theorem 3. Assume ϕ satisfying ∫

0+

ϕ′(s)
s

ds < ∞, (71)



σ0(0) = 0 and ΓN = φ. Then, if suppu0 is a non empty compact subset of Ω the same happens
with suppu(., t) for any t ∈ [0, t∗), for some t∗ ∈ (0, T ]. Moreover, if t∗ < T then u(x, t) > 0 for
any t ∈ (t∗, T ].
Proof. Consider w as the solution of the scalar homogeneous problem (21) (remember that now
ΓD = ∂Ω). Thanks to the assumption (71) we know that there exists t∗ ∈ (0, T ] such that
suppw(., t) is a compact subset of the open set Ω for any t ∈ [0, t∗) and that if t∗ < t < T then
w(x, t) > 0 for any t ∈ (t∗, T ]. It is easy to see that, necessarily, w(., t) must coincide with u(., t) for
any t ∈ [0, t∗). Indeed, as σ(u(x, t))vx(x, t) must be a constant (in x) J(t) we get that, necessarily
J(t) = 0 if σ(u(x0, t)) = 0 for some x0 ∈ Ω. Then, as σ(w(x0, t)) = 0, for some x0 ∈ Ω if t ∈ [0, t∗),
we can take v = z as the unique function solution of





zx = 0 in Ω× (0, t∗),
z = vD, on ΓD × (0, t∗),
∂z
∂n = 0, on ΓN × (0, t∗),

and we get that (w, z) satisfies problem (1) on [0, t∗) (notice that σ(w(x, t))(zx(x, t))2 = J(t)zx(x, t)
= 0 on Ω× (0, t∗)). By the uniqueness of solutions for problem (1) we conclude that (u, v) = (w, z)
on Ω× [0, t∗). Moreover, as σ(u(x, t))(vx(x, t))2 ≥ 0 on Ω× (0, T ) we conclude (by the maximum
principle for problem (21)) that u(x, t) ≥ w(x, t) ≥ 0 on Ω × [0, T ] and then u(x, t) > 0 on
Ω× (t∗, T ].�
Remark 4. Notice that assumption (71) holds under the Wiedemann-Franz law k(u) = k0uσ(u)
(remember (10)). We also point out that, in spite the great resemblance between system (1) and
the one arising in the study of the secondary recuperation of petroleum in a porous medium (see,
e.g. [3] and [4]), there are important differences in the study of the free boundary. In this case the
systems can be reformulated as

{
ut − (k(u)ux)x = (θ(u)σ(u)vvx)x in Ω× (0, T ),
(σ(u)vx)x = 0 in Ω× (0, T ), (72)

for some suitable function θ(u) such that θ′(u) ≈ uϕ(u) which allows the application of some
suitable energy method (see, [3] and Chapter 4 of [5]). The applicability of that method to our
case (in which θ(u) ≡ 1) is highly doubtful.�
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[22] M.T. González Montesinos, F. Ortegón Gallego, The evolution thermistor problem with de-
generate thermal conductivity, Communications on Pure and Applied Analysis, 1, (2002),
29-41.
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