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Abstract. We consider the homogenization process corresponding to some hetero-

geneous problems that are given by the Poisson equation with a nonlinear Robin-type

boundary conditions on the interior boundary of some small perforations (or the bound-

ary of some small particles) in the so-called critical case, giving rise to the appearance of

a strange term in the limit semilinear equation. We prove the strong convergence, in the

corresponding Sobolev space, of the solutions with a suitable corrector term. In contrast

with other previous results in the literature, we do not assume any additional regularity

on the solution of the limit equation: we prove that when the spatial dimension is n = 3 or

n = 2, then the inherent H2 regularity is enough to get such a strong convergence. As an

application we consider an optimal control problem in which the cost functional involves

the gradient of the state solutions, being independent of the nonlinear term arising in the

Robin boundary conditions. By working with the corresponding adjoint problem, we show

that the limit of the optimal controls are given as a suitable optimal control associated

with the new cost functional in which the strange term and other related terms arise in

some unexpected way.
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1. Introduction

The main goal of this paper is twofold. In the first part, we consider the question of the

convergence of uε ∈ H1(Ωε, ∂Ω) (the notations will be presented in Section 2), as ε→ 0,

in the case of the spatial dimension n = 3 (and also n = 2), of solutions of the Poisson

equation with a nonlinear Robin-type boundary condition
−∆uε = f, x ∈ Ωε,

∂νuε + ε−γσ(x, uε) = 0, x ∈ Sε,
uε = 0, x ∈ ∂Ω,

(1)

where f ∈ L2(Ω), in a ε-periodically perforated domain Ωε (or formed by the exterior

domain to a set of ε-particles) with internal boundary Sε. We assume that σ(x, ·) is a

regular monotone function for a.e. x ∈ Ω. Here γ = 3 is a dimensional parameter (for

other values of γ the problem is not too relevant if n = 3: see [4] and Section 2.5 of [3]).

We assume that the perforations (or particles) Gε are homothetic to a contracted unit
1
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ball G0 by the relation Gj
ε = aεG0 +εj and that the radius aε = C0ε

α is critical, i.e. α = 3

and C0 is an arbitrarily given positive constant.

In this critical case, the more general convergence result was given in [5] for the case of

σ(u) being an arbitrary maximal monotone graph, generalizing many previous papers in

the literature dealing with more specific functions σ(x, uε), after the pioneering results,

around the eighties of the last century, by V. Marchenko and E. Hruslov, D. Cioranescu

and F.Murat, among many others (see references in [13], [14], [11] and the expanded

presentation made in the monograph [3]). It was shown that, for the critical exponent

given in general by α = n/(n−2) for dimensions n > 2, uε converges weakly in H1(Ωε, ∂Ω),

with

H1(Ωε, ∂Ω) = {u ∈ C∞(Ωε) : u vanishes in the neighborhood of ∂Ω}
H1(Ωε)

,

to a homogenized function u0 ∈ H1
0 (Ω) which is identified by the emergence of an unex-

pected new term (the so-called strange term) in the effective equation{
−∆u0 +A3H(x, u0) = f, x ∈ Ω

u0 = 0 x ∈ ∂Ω,
(2)

where A3 = 4πC0. Here, the strange term H(x, u) is given as the unique solution to the

functional equation

C−1
0 H(x, u) = σ(x, u−H(x, u)). (3)

Nothing similar arises in the case of big particles, 1 < α < n/(n−2) and γ = α(n−1)−n
(see [13], [14], [11] and [3]) where up to a constant H(x, u) = σ(x, u) and the convergence

uε → u0 takes place strongly in H1(Ωε, ∂Ω) (see also [21]). On the contrary, we will show

here that for the critical case, i.e. γ = α = n/(n−2) (γ = α = 3 if n = 3) the convergence

uε → u0 in H1(Ωε, ∂Ω) can never take place strongly in H1(Ωε, ∂Ω). Then, an important

natural question arises: what is the limit of the gradient term ∇uε (and of the associated

total power Pε defined below), as ε → 0? Can we identify a corrector term Cε(x, u0),

such that uε − u0 + Cε(x, u0) converges strongly in H1(Ωε, ∂Ω) to zero?

The study of the above question is always a central subject in the homogenization

theory, starting with the famous paper by De Giorgi and Spagnolo [2] for the case α = 1.

In that case, there is an important change in the diffusion operator for the effective

equation satisfied by u0, and again the convergence is merely in the weak topology. We

also recall that for the case of big particles 1 < α < n/(n − 2), Cε(x, u0) ≡ 0; see, e.g.,

[13], [14], [11] and [21].

The previous results in the literature on the construction of a corrector term in the

critical case usually required some additional regularity on the limit solution u0: u0 ∈
C1(Ω) in [21] (devoted to the case of a regular function σ(x, u) being strictly increasing on

u), or u0 ∈ W 1,∞(Ω) (in the case of the big particles [13], [14] and for multivalued Signorini

maximal monotone graph in [11] and [10]). It is well-known that to get such regularity

on u0 requires that the datum f(x) is also Lipschitz-continuous, f ∈ W 1,∞(Ω). This

regularity is quite restrictive when in the modeling (for instance in Chemical Engineering)
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f(x) represents the coupling with some other different magnitude (for instance a thermic

source).

In this paper, we will present the first proof in the literature, as far as we know, in

which the corrector term and the strong convergence are obtained without any additional

regularity on u0 (and so for a general datum f ∈ L2(Ω)). Our proof will be peculiar to

low dimensions of the space: 1 < n ≤ 3. We recall that for n = 1 no strange term can be

formed in the homogenized equation at a critical scale (see, e.g., [4] and [3]). In addition,

we are interested in proving the convergence of the power of the internal forces. Following

the usual notations in Continuum Mechanics (see, e.g. Theorem 4.5 of [19]), we define

the power of the internal forces for the problem (1) by

P intε =

∫
Ωε

|∇uε|2dx+ ε−γ
∫
Sε

σ(x, uε)uεds

and the respective power of the internal forces for the problem (2) by

P int0 =

∫
Ω

|∇u0|2dx+A3

∫
Ω

H(x, u0)u0dx.

Notice that the convergence of the power of the external forces∫
Ωε

fuεdx→
∫
Ω

fu0dx,

is a consequence of the above-mentioned weak convergence results.

The second main goal of this paper is to apply the above type of strong convergence

results to the study of the limit case of some optimal control problems with distributed

controls v ∈ L2(Ωε). So, we consider the state equation
−∆uε = f + v, x ∈ Ωε,

∂νuε + ε−γσ(x, uε) = 0, x ∈ Sε,
uε = 0, x ∈ ∂Ω,

(4)

with a solution uε(v), and consider the cost functional to be minimized, Jε : L2(Ωε)→ R,

of the following form

Jε(v) =
1

2
‖∇uε(v)‖2

L2(Ωε) +
δ

2
‖v‖2

L2(Ωε), (5)

for a given parameter δ > 0. Our goal is to identify the limit of the optimal controls vε

and its respective optimal states uε(vε).

We point out that the previous results in the literature on the asymptotic behavior

of some optimal control heterogeneous problems by means of homogenization techniques

were devoted to linear boundary conditions (see, e.g., [16], [18], [15], [6] and [7]) except the

paper [17] which deals with an obstacle problem on the boundary but where the control

is its own obstacle function and so it is very different from our control formulation.

By using some special forms of the Pontryagin Maximum Principle it can be shown that

if vε is the optimal control (which we know that it exists thanks to well-known results,



4

see, e.g. [12], [20])

Jε(vε) = min
v∈L2(Ωε)

Jε(v), (6)

then, necessarily, vε = −δ−1Pε, with Pε be the adjoint state of the optimal state uε(vε)

given as the solution of the nonlinear boundary value problem
∆Pε = ∆uε, x ∈ Ωε,

∂ν(Pε − uε) + ε−γσu(x, uε)Pε = 0, x ∈ Sε,
Pε = 0, x ∈ ∂Ω.

(7)

Notice the presence of the term σu(x, uε) is well justified once we make suitable assump-

tions as, for instance,{
σ ∈ C2(Ω× R) and

0 < k1 ≤ ∂σ(x,u)
∂u
≤ k2, for some positive constants k1, k2.

(8)

In this paper, we will prove the convergence of the pair (uε, Pε) to the pair (u0, P0) defined

as a solution to the nonlinear coupled system
−∆u0 +A3H(x, u0) = f − δ−1P0, x ∈ Ω

−∆P0 +A3Hu(x, u0)P0 = −∆u0 + A3

2
∂
∂u

(H2)(x, u0), x ∈ Ω,

u0 = P0 = 0 x ∈ ∂Ω,

(9)

where A3 = 4πC0. We will prove that this system is associated to the optimal problem

corresponding to the limit cost functional

J0(v) =
1

2

∫
Ω

|∇u(v)|2dx+
A3

2

∫
Ω

H2(x, u(v))dx+
δ

2

∫
Ω

v2dx. (10)

Notice that the adjoint optimal problem is rather different from the original adjoint prob-

lem (7) and that a related “new strange term”, ∂
∂u

(H2)(x, u0), arises in the limit formu-

lation of the optimality system (9): see also Remark 4 for the case of “big particles”. We

point out that from (3), we get that

Hu(x, u) =
σu(x, u−H)

C−1
0 + σu(x, u−H)

(11)

and thus ∂
∂u

(H2)(x, u0) ∈ L2(Ω).

The statements of the main results of this paper are the following:

Theorem 1. Let n = 3, f ∈ L2(Ω) and assume (8). Let uε be the solution to (1) and let

u0 be the unique solution of (2). Then

‖uε − u0 +Wε(x)H(x, u0)‖H1(Ωε,∂Ω) → 0 and

ε−γ/2‖uε − u0 +H(x, u0)‖L2(Sε) → 0, as ε→ 0.
(12)

In addition,

lim
ε→0

∫
Ωε

|∇uε|2dx =

∫
Ω

|∇u0|2dx+A3

∫
Ω

H2(x, u0)dx (13)



5

and

P intε → P int0 as ε→ 0, (14)

i.e.

lim
ε→0

ε−γ
∫
Sε

σ(x, uε)uεds = A3

∫
Ω

H(x, u0)u0dx−A3

∫
Ω

H2(x, u0)dx, as ε→ 0. (15)

Notice that (13) implies that the convergence of uε to u0 cannot be strong in H1(Ωε, ∂Ω)

(as mentioned before, this contrasts with the strong convergence in any W 1,p(Ω) when

1 ≤ p < 2). It seems possible to extend the final conclusion of the above convergence

result to the case of more general nonlinear terms σ(x, uε) (see Remark 3) but we have

preferred to maintain the kind of assumptions (8) which are needed to justify the limit

problem in the control problem (9) in order to maintain an unity of exposition in this

paper.

Concerning the control problem, we will start by constructing the associated adjoint

problem (in the sense of [12] and [20]) for the adjoint state Pε. This will require a stronger

regularity on the nonlinear function σ(x, u): we will assume also∣∣∣∣∂2σ(x, u)

∂u2

∣∣∣∣ ≤ k3, for some k3 > 0. (16)

Theorem 2. Let n = 3. Assume (8) and (16). Let f ∈ L2(Ω) and let (uε, Pε) be the

solution of the coupled nonlinear system (4) and (7). Then:

i) (uε, Pε) converges strongly in L2(Ω)2 to the pair (u0, P0), solution to the nonlinear

system (9).

ii) v0 = −δ−1P0 is the optimal control, and (u(v0), v0) is the optimal pair, for the opti-

mization problem of finding a minimum in L2(Ω) of the functional J0(v) given by (10),

where in this definition of J0(v) the state u = u(v) is the weak solution of the semilinear

problem {
−∆u+A3H(x, u) = f + v, x ∈ Ω,

u = 0, x ∈ ∂Ω.
(17)

Moreover, we have

lim
ε→0

Jε(vε) = J0(v0). (18)

Notice that although Jε is independent of the nonlinear term σ, the limit cost functional

J0 depends on the corresponding nonlinear efficient term H(x, u) (which depends on σ

through its definition by (3).

The key tool for the proof of Theorem 2 is the use of the strong convergence stated

in Theorem 1. We will prove that the corrector is given through a different application

of an auxiliary function already used in the proof of the weak convergence uε ⇀ u0 in

H1(Ωε, ∂Ω): instead of using it to adapt any test function v of the limit problem (2) to be

used as a test function in the original heterogeneous problem (1), it will be used to adapt
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the own limit solution u0 to be inserted as a test function in the framework of the original

heterogeneous problem (1). In the critical case, the corrector function will be given by

Cε(x, u0) = Wε(x)H(x, u0),

where Wε(x) is an oscillating function which allows to use the good properties of the

subcrtical case (arising in the study of big particles : see [11], [10] and Section 5.5 of [3])

Wε(x) =


wjε, x ∈ T jε/4 \G

j
ε, j ∈ Υε,

1, x ∈ Gj
ε, j ∈ Υε,

0, x ∈ Rn \ ∪j∈ΥεT
j
ε/4,

(19)

where Υε = {j ∈ Z3 : (aεG0 +εj)
⋂

Ω̃ε 6= ∅}, T jε/4 is the ball of radii ε/4 with the center in

the point P j
ε = εj, Gj

ε = aεG0 + εj, and wjε is a capacity type solution to the cell problem

which allows to measure the relevance of the εα-contracting perforation (or particle) Gj
ε

in terms of the ε-contracting basic cell
∆wjε = 0, x ∈ T jε/4 \G

j
ε,

wjε = 1, x ∈ ∂Gj
ε,

wjε = 0, x ∈ ∂T jε/4,
(20)

(a more detailed explanation of the notations will be given later).

We also present, in the last Section, the corresponding homogenization results for the

case n = 2. That needs only slight modifications in the proofs after modifying the defini-

tion of the state problem (for instance, the adsorption term and the radius of perforations

(or particles) depend exponentially on ε).

Since the proof of the homogenization of the control problem (4), (6) generalizes the

proof of the convergence in Theorem 1, we will organize the paper giving priority to

the study of the control problem. In Section 2, we recall the main notations and prove

Theorems 1 and 2. The case of dimension n = 2 is considered in the final Section 3.

2. Notations and proof of the convergence results for n = 3

Let Ω be a bounded domain in R3 with a smooth boundary ∂Ω. We denote by G0 the

ball of unit radius in R3 centered at the origin of coordinates. For a domain B and δ > 0,

we define the set δB = {x ∈ R3 such that δ−1x ∈ B}. For ε > 0, we consider the domain

Ω̃ε = {x ∈ Ω : ρ(x, ∂Ω) > 2ε}.

We set

Gε =
⋃
j∈Υε

(aεG0 + εj) =
⋃
j∈Υε

Gj
ε,

where Υε = {j ∈ Z3 : (aεG0 + εj)
⋂

Ω̃ε 6= ∅} of cardinality |Υε| ∼= dε−3, d = const > 0:

here Z3 is the set of vectors in R3 with integer coordinates. Define Y j
ε = εY +εj, P j

ε = εj,

where Y = (−1/2, 1/2)3. Note that Gj
ε ⊂ Y j

ε and the center of the ball Gj
ε = aεG0 + εj

coincides with the center of the cube Y j
ε . We consider the so-called critical case, i.e. we

assume that aε = C0ε
3, for some C0 = const > 0.
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Next, we define the perforated domain (or the external set to the set of particles)

Ωε = Ω \Gε,

with the boundary

∂Ωε = ∂Ω ∪ Sε, Sε = ∂Gε.

2.1. Uniform in ε estimates of uε and vε in Theorem 2. First, we note that the

problem (4) has a unique weak solution uε(v) for any fixed v ∈ L2(Ωε) and the following

estimate holds

‖∇uε(v)‖2
L2(Ωε) + ε−γ‖uε(v)‖2

L2(Sε) ≤ K(‖f‖2
L2(Ωε) + ‖v‖2

L2(Ωε)). (21)

From here, we get that ‖∇uε(0)‖2
L2(Ωε) ≤ C. As vε is the optimal control, we derive

Jε(vε) ≤ Jε(0). But, we have Jε(0) = 1
2
‖∇uε(0)‖2

L2(Ωε) ≤ C. Therefore, we obtain the

estimate
1

2
‖∇uε(vε)‖2

L2(Ωε) +
1

2
‖vε‖2

L2(Ωε) = Jε(vε) ≤ Jε(0) ≤ C,

where the constant is independent of ε. Hence, we get

‖vε‖L2(Ωε) ≤ K,

and immediately have that

‖∇uε(vε)‖2
L2(Ωε) + ε−γ‖uε(vε)‖2

L2(Sε) ≤ K

From the definition of weak solutions of the problem (7) for function Pε, by taking the

Pε itself as a test function, we get∫
Ωε

|∇Pε|2dx+ ε−γ
∫
Sε

σu(x, uε)P
2
ε ds =

∫
Ωε

∇uε∇Pεdx

≤
(∫

Ωε

|∇Pε|2dx
)1/2(∫

Ωε

|∇uε|2dx
)1/2

≤ 1

2
‖∇Pε‖2

L2(Ωε) +
1

2
‖∇uε‖2

L2(Ωε).

(22)

Using (8), we conclude

‖∇Pε‖2
L2(Ωε) + ε−γ‖Pε‖2

L2(Ωε) ≤ K.

Let ũε and P̃ε be the extensions of functions uε and Pε on Ω, such that ũε, P̃ε ∈ H1
0 (Ω)

(see, e.g., [21] and [3]). Then, the following estimates hold

‖ũε‖H1
0 (Ω) ≤ K‖uε‖H1(Ωε,∂Ω), ‖∇ũε‖L2(Ω) ≤ K‖∇uε‖L2(Ωε),

‖P̃ε‖H1
0 (Ω) ≤ K‖Pε‖H1(Ωε,∂Ω), ‖∇P̃ε‖L2(Ω) ≤ K‖∇Pε‖L2(Ωε).

(23)

Notice that we can extend function vε with zero on Ω \ Ωε. From the estimates (23), it

follows that there is a sub-sequence (still denoted by ε) such that, as ε→ 0,

ũε → u0 strongly in L2(Ω), ũε ⇀ u0 weakly in H1
0 (Ω),

P̃ε → P0 strongly in L2(Ω), P̃ε ⇀ P0 weakly in H1
0 (Ω).

(24)
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Remark 1. From (8) and (11), it is easy to see that

k̃1 =
k1

k2 + C−1
0

≤ Hu ≤
k2

k1 + C−1
0

= k̃2

From here, we derive

k̃1u
2 +H(x, 0)u ≤ H(x, u)u ≤ k̃2u

2 +H(x, 0)u

Remark 2. In the linear case, when σ(x, u) ≡ a(x)u, we have H(x, u) = a(x)

C−1
0 +a(x)

u and

Hu(x, u) = a(x)

C−1
0 +a(x)

. Then, ∂
∂u

(H2) = 2
(

a(x)

C−1
0 +a(x)

)2
u. Substituting these expressions into

(9), we derive the result presented in the paper [17].

2.2. Limit problem for u0. We split the proof of Theorems 1 and 2 into several parts.

We start by identifying the limit problem for u0 and the occurrence of the “strange term”

H(x, u): a question which is common to the proof of both theorems.

Proposition 1. Let f ∈ L2(Ω), and let u0, P0 ∈ H1
0 (Ω) given by (24). Then u0 satisfies

the partial differential equation indicated in (9).

Proof. First, by monotonicity arguments (see, e.g. [5] and Section 2.2.1 of [3]), it is easy

to see that the function uε satisfies the integral inequality∫
Ωε

∇φ∇(φ− uε)dx+ ε−γ
∫
Sε

σ(x, φ)(φ− uε)ds

≥
∫
Ωε

(f − δ−1Pε)(φ− uε)dx,
(25)

for any test function φ ∈ H1(Ωε, ∂Ω). We recall the definition of the auxiliary function

Wε (already mentioned in (19) of the Introduction). Now, given φ ∈ H1
0 (Ω), we take

φ−WεH(x, φ) as a test function in the integral inequality (25), and derive∫
Ωε

∇(φ−WεH(x, φ))∇(φ−WεH(x, φ)− uε)dx

+ε−γ
∫
Sε

σ(x, φ−H(x, φ))(φ−H(x, φ)− uε)ds

≥
∫
Ωε

(f − δ−1Pε)(φ−WεH(x, φ)− uε)dx.

For the right-hand side, we have∫
Ωε

(f − δ−1Pε)(φ−WεH(x, φ)− uε)dx→
∫
Ω

(f − δ−1P0)(φ− u0)dx

as ε→ 0. On the other hand, we decompose the first integral in the left-hand side in the

following way∫
Ωε

∇φ∇(φ−WεH − uε)dx−
∫
Ωε

∇(WεH)∇(φ−WεH − uε)dx
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For the first integral, we have

lim
ε→0

∫
Ωε

∇φ∇(φ−WεH − uε)dx =

∫
Ω

∇φ∇(φ− u0)dx

We transform the second integral in the following way∫
Ωε

∇(WεH)∇(φ−WεH − uε)dx

=

∫
Ωε

∇Wε∇(H(φ−WεH − uε))dx+ αε

=
∑
j∈Υε

∫
∂Gj

ε

∂νw
j
εH(φ−H − uε)ds

+
∑
j∈Υε

∫
∂T j

ε/4

∂νw
j
εH(φ− uε)ds+ αε = Iε + αε,

where αε → 0 as ε → 0. Using the definition of functions wjε, we compute (see, e.g., [5]

or Section 3.1.5.1 of [3])

Iε =
C−1

0 ε−γ

1− 4aεε−1

∫
Sε

H(φ−H − uε)ds

− 42C0ε

1− 4aεε−1

∑
j∈Υε

∫
∂T j

ε/4

H(φ− uε)ds = I1,ε − I2,ε.

To find the limit of the second term, we use the following “from surface to volume” lemma

(see [21] or Theorem 4.5 of [3]):

Lemma 1. Let hε ∈ H1
0 (Ω) and hε ⇀ h weakly in H1

0 (Ω) as ε→ 0. Then

42ε
∑
j∈Υε

∫
∂T j

ε/4

hεds− 4π

∫
Ω

hdx→ 0, ε→ 0.

According to the Lemma 1, we get

lim
ε→0
I2,ε = A3

∫
Ω

H(x, φ)(φ− u0)dx.

The second integral, I1,ε, disappears in the limit when we combine it with the integral

over Sε in the inequality (25). Indeed, we have

lim
ε→0
I1,ε = lim

ε→0
C−1

0 ε−γ
∫
Sε

H(x, φ)(φ−H − uε)ds,

hence, the equality (3) implies that

lim
ε→0

(ε−γ
∫
Sε

σ(x, φ−H)(φ−H − uε)ds− I1,ε) = 0.
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Therefore, for any φ ∈ H1
0 (Ω), the limit function u0 satisfies the integral inequality∫

Ω

∇φ∇(φ− u0)dx+A3

∫
Ω

H(x, φ)(φ− u0)dx ≥
∫
Ω

(f − δ−1P0)(φ− u0)dx.

Now, we take φ = u0±λψ, where λ > 0 and ψ ∈ H1
0 (Ω) and pass to the limit as λ→ 0.

Finally, we get that u0 satisfies integral identity∫
Ω

∇u0∇ψdx+A3

∫
Ω

H(x, u0)ψdx =

∫
Ω

(f − δ−1P0)ψdx, (26)

where ψ is an arbitrary function from H1
0 (Ω). Hence, u0 satisfies the partial differential

equation indicated in (9).

2.3. End of the proofs of Theorems 1 and 2.

2.3.1. The corrector term. The following result proves the role of the corrector term in

the case of the control problem and, at the same time, it proves the first part of the

statement of Theorem 1 (take vε ≡ 0 in this case).

Proposition 2. Let f ∈ L2(Ω), vε ⇀ v0 weakly in L2(Ω) as ε → 0 and let uε be

the solution to (4) with optimal control vε. Let u0 be given by (24). Then, the strong

convergences (12) hold. In addition

lim
ε→0

∫
Ωε

|∇uε|2dx =

∫
Ω

|∇u0|2dx+A3

∫
Ω

H2(x, u0)dx. (27)

Proof of Proposition 2: convergence part . First of all, we recall that since H(x, u) is a

Lipschitz function then u0 is actually in the space H2(Ω) (see [1] and [9]). Due to the

Sobolev embedding theorem in dimension n = 3, H2(Ω) is continuously embedded into

W 1,6(Ω) and C(Ω).

We set φ = uε−u0 +WεH(x, u0) as a test function in the integral identity for the function

uε and ψ = ũε − u0 + WεH(x, u0) as a test function in the problem (26). We recall that

Wε → 0 strongly in L2(Ω) (see, e.g. [5] or Section 3.1.5.1 of [3]). Next, we substitute the

second identity from the first and get∫
Ωε

|∇(uε − u0 +WεH)|2dx−
∫
Ωε

∇(WεH)∇(uε − u0 +WεH)dx

−
∫
Gε

∇u0∇(ũε − u0 +H)dx−A3

∫
Ω

H(ũε − u0 +WεH)dx

+ε−γ
∫
Sε

(σ(x, uε)− σ(x, u0 −H))(uε − u0 +H)ds

+ε−γ
∫
Sε

σ(x, u0 −H)(uε − u0 +H)ds = −
∫
Gε

f(ũε − u0 +H)dx

+

∫
Ωε

(vε − v0)(ũε − u0 +WεH)dx−
∫
Gε

v0(ũε − u0 +H)dx.

(28)
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For the integrals on the right-hand side, we have∣∣∣∫
Gε

f(ũε − u0 +H)dx
∣∣∣ ≤ ‖f‖L2(Gε)‖ũε − u0 +H‖L6(Gε)|Gε|1/3

≤ K‖f‖L2(Ω)‖ũε − u0 +H‖H1(Ω)(aεε
−1) ≤ Kaεε

−1,∣∣∣∫
Gε

v0(ũε − u0 +H)dx
∣∣∣ ≤ ‖v0‖L2(Gε)‖ũε − u0 +H‖L6(Gε)|Gε|1/3

≤ K‖v0‖L2(Ω)‖ũε − u0 +H‖H1(Ω)(aεε
−1) ≤ Kaεε

−1.

As aε � ε, the two integrals converge to zero. For the last integral on the right-hand

side, we use the fact that uε → u0 and Wε → 0 strongly in L2(Ω) and vε ⇀ v0 weakly in

L2(Ω). Hence, we derive∫
Ωε

(vε − v0)(uε − u0 +WεH)dx→ 0 as ε→ 0.

Therefore, all the integrals on the right-hand side of (28) converge to zero as ε → 0.

Hence, we transform (28) into∫
Ωε

|∇(uε − u0 +WεH)|2dx+ ε−γ
∫
Sε

(σ(x, uε)− σ(x, u0 −H))(uε − u0 +H)ds

=

∫
Ωε

∇(WεH)(uε − u0 +WεH)dx+

∫
Gε

∇u0∇(ũε − u0 +H)dx

+A3

∫
Ω

H(ũε − u0 +WεH)dx− ε−γ
∫
Sε

σ(x, u0 −H)(uε − u0 +H)ds+ κε,

(29)

were κε → 0 as ε→ 0. We will show that the right-hand side of (29) converges to zero as

ε→ 0. First, as the volume of Gε tends to zero as ε→ 0, we have∫
Gε

∇u0∇(ũε − u0 +H)dx→ 0, as ε→ 0.

Now, we transform the integral with the Wε on the right-hand side in the following way∫
Ωε

∇(WεH)∇(uε − u0 +WεH)dx =

∫
Ωε

∇Wε∇(H(uε − u0 +WεH))dx

−
∫
Ωε

∇Wε∇H(uε − u0 +WεH)dx+

∫
Ωε

Wε∇H∇(uε − u0 −WεH)dx

(30)

Using Holder’s inequality, we estimate the second integral in the right-hand side of the

identity (30) ∣∣∣∫
Ωε

∇Wε∇H(uε − u0 −WεH)dx
∣∣∣

≤ ‖∇Wε‖L2(Ωε)‖∇H‖L6(Ωε)‖uε − u0 +WεH‖L3(Ωε)

≤ K‖ũε − u0 +WεH‖L3(Ω).
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As above, we estimate the third integral in the right-hand side of the (30)

∣∣∣∫
Ωε

Wε∇H∇(uε − u0 −WεH)dx
∣∣∣

≤ ‖∇H‖L6(Ωε)‖Wε‖L3(Ωε)‖∇(uε − u0 +WεH)‖L2(Ωε)

≤ K‖u0‖H2(Ω)‖ũε − u0 +WεH‖H1(Ω)‖Wε‖L3(Ωε) ≤ K‖Wε‖L3(Ωε).

From the weak convergence of ũε−u0−WεH to zero in H1(Ω) and the Sobolev embedding

theorem, we conclude that ũε−u0 +WεH → 0 strongly in L3(Ω). Also, we have the weak

convergence of Wε to zero in H1(Ω), hence, Wε converges strongly to zero in L3(Ωε).

Therefore, the two integrals converge to zero as ε → 0. The last integral from (30) is

decomposed in the following way∫
Ωε

∇Wε∇(H(uε − u0 +WεH))dx

=
∑
j∈Υε

∫
∂T j

ε/4

∂νw
j
εH(uε − u0)ds+

∑
j∈Υε

∫
∂Gj

ε

∂νw
j
εH(uε − u0 +H)ds

= − 42C0ε

1− 4C0ε2

∑
j∈Υε

∫
∂T j

ε/4

H(uε − u0)ds+
ε−γ

1− 4C0ε2

∫
Sε

C−1
0 H(uε − u0 +H)ds

= −42C0ε
∑
j∈Υε

∫
∂T j

ε/4

H(uε − u0)ds+ ε−γ
∫
Sε

C−1
0 H(uε − u0 +H)ds

+ε−γ
4ε2C−1

0

(1− 4C0ε2)

∫
Sε

H(uε − u0 +H)ds− 43C2
0ε

3

1− 4ε2C0

∑
j∈Υε

∫
∂T j

ε/4

H(uε − u)ds

= J1
ε + J2

ε + J3
ε + J4

ε .

First, we estimate the last integrals in the expression above. We have

|J3
ε | =

∣∣∣ε−γ 4ε2C−1
0

1− 4ε2C0

∫
Sε

C−1
0 H(uε − u0 +H)ds

∣∣∣
≤ Kε2ε−γ|Sε|1/2‖uε − u0 +H‖L2(Sε) ≤ Kε2ε−γ/2‖uε − u0 +H‖L2(Sε)

≤ Kε2ε−γ/2(‖uε‖L2(Sε) + ‖u0 −H‖L2(Sε)) ≤ Kε2.

Here, the last inequality is derived by using the estimate (21) for uε, and, as u0 ∈ C(Ω)

and H is Lipschitz continuous, we have

ε−γ
∫
Sε

(u0 −H(x, u0))2ds ≤ Kε−3|Sε| ≤ Kε−3ε6ε−3 ≤ K.
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Next, using the Lemma 1 (the sum of the integrals in J4
ε multiplied by ε converges as

ε→ 0), we derive the following estimate

|J4
ε | =

∣∣∣ 43C2
0ε

3

1− 4ε2C0

∑
j∈Υ

∫
∂T j

ε/4

H(uε − u0)ds
∣∣∣ ≤ Kε2.

Hence, both J3
ε and J4

ε converge to zero as ε→ 0.

To get the limit of the last two integrals, we combine them with the last two integrals on

the left-hand side of (29). First, we have∣∣∣J1
ε +A3

∫
Ω

H(ũε − u0 +WεH)dx
∣∣∣ ≤ ∣∣∣∫

Ω

H2Wεdx
∣∣∣

+C0

∣∣∣42ε
∑
j∈Υε

∫
∂T j

ε/4

H(uε − u0)ds− 4π

∫
Ω

H(ũε − u0)dx
∣∣∣.

For the first expression, it is easy to see that∣∣∣∫
Ω

H2Wεdx
∣∣∣ ≤ K‖Wε‖L2(Ω) ≤ Kε2.

For the second expression, Lemma 1 implies∣∣∣42ε
∑
j∈Υε

∫
∂T j

ε/4

H(uε − u0)ds− 4π

∫
Ω

H(ũε − u0)dx
∣∣∣→ 0 as ε→ 0.

Hence, we get ∣∣∣J1
ε +A3

∫
Ω

H(ũε − u0 +WεH)dx
∣∣∣→ 0 as ε→ 0.

Then, expression (3) implies

J2
ε − ε−γ

∫
Sε

σ(x, u0 −H)(uε − u0 +H)ds

= ε−γ
∫
Sε

(C−1
0 H − σ(x, u0 −H))(uε − u0 +H)ds = 0.

Combining the obtained estimates, we derive from (28) the inequality

‖∇(uε − u0 +WεH)‖2
L2(Ωε)

+ε−γ
∫
Sε

(σ(x, uε)− σ(x, u0 −H))(uε − u0 +H)ds ≤ αε,

where αε → 0 as ε→ 0. Using the properties of the function σ, we finally get

‖∇(uε − u0 +WεH)‖2
L2(Ωε) + ε−γ‖uε − u0 +H‖2

L2(Sε) → 0

as ε → 0. (Notice that the proof of the first part of the statement of Theorem 1 holds

once we make vε = v0 = 0 in the above arguments).



14

Proof of Proposition 2: final part. Let us now prove the identification of the limit of ∇uε.
We have ∫

Ωε

|∇uε|2dx =

∫
Ωε

|∇u0|2dx+

∫
Ωε

|∇(WεH)|2dx

+

∫
Ωε

|∇(uε − u0 +WεH)|2dx+ 2

∫
Ωε

∇(uε − u0 +WεH)∇u0dx

− 2

∫
Ωε

∇(uε − u0 +WεH)∇(WεH)dx− 2

∫
Ωε

∇u0∇(WεH)dx

 .
Using that ‖uε−u0+WεH‖H1(Ωε,∂Ω) → 0 and Wε ⇀ 0 in H1

0 (Ω), we conclude that integrals

in the square brackets converge to zero as ε→ 0. Then, we transform the integral∫
Ωε

|∇(WεH)|2dx =

∫
Ωε

H2|∇Wε|2dx

+2

∫
Ωε

HWε∇Wε∇Hdx+

∫
Ωε

W 2
ε |∇H|2dx

=

∫
Ωε

∇Wε∇(H2Wε)dx+ αε,

where αε → 0 as ε → 0. Again, we have used the weak convergence to zero of Wε in

H1
0 (Ωε). The definition of Wε further implies that∫

Ωε

|∇(WεH)|2dx =
∑
j∈Υε

∫
∂Gj

ε

∂νw
j
εH

2ds+ αε = ε−γC−1
0

∑
j∈Υε

∫
∂Gj

ε

H2ds+ α1,ε,

where α1,ε → 0 as ε → 0. Again, we use the continuity of the functions u0 and H, and

conclude that according to the mean value theorem there exists ξjε ∈ ∂Gj
ε such that∫

∂Gj
ε

H2ds = H2(ξjε, u0(ξjε))|∂Gj
ε| = H2(ξjε, u0(ξjε))4πε

6C2
0 .

Summing over all of the cells, we get∫
Ωε

|∇(WεH)|2dx = ε−3C−1
0 4πε6C2

0

∑
j∈Υε

H2(ξjε, u0(ξjε))

= A3

∑
j∈Υε

ε3H2(ξjε, u0(ξjε)).

(31)

The last expression converges to the integral of H2 over Ω as ε→ 0. Then we get

lim
ε→0

∫
Ωε

|∇(WεH)|2dx = A3

∫
Ω

H2(x, u0)dx.

The obtained convergence implies the identification result (27).�
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Remark 3. It seems possible to apply this technique avoiding to assume more regularity

on the limit solution u0 to the case of more general nonlinear terms σ(x, uε) as for

instance the Signorini unilateral boundary conditions (as in [11], [10] and [3]) but we have

preferred to maintain the kind of assumptions (8) which are needed to justify the limit

problem in the control problem in order to maintain a unity of exposition in this paper.

2.3.2. Limit problem for P0.

Proposition 3. Let Pε be a solution of the adjoint problem. Then the limit function P0

defined in (24) satisfies the partial differential equation given in (9).

Proof. Define

Iε ≡
∫
Ωε

∇Pε∇(φWε)dx,

where φ ∈ C∞0 (Ω).

From the integral identity for Pε, it follows that

Iε + ε−γ
∫
Sε

σu(x, uε)Pεφds =

∫
Ωε

∇uε∇(φWε)dx.

From Proposition 2, we have

ε−γ
∣∣∣∫
Sε

(σu(x, uε)− σu(x, u0 −H))Pεφds
∣∣∣

≤ K max
x∈Ω,u∈R

|σuu|ε−γ‖uε − u0 +H‖L2(Sε)‖Pε‖L2(Sε)

≤ Kε−γ/2‖uε − u0 +H‖L2(Sε) → 0 as ε→ 0.

Hence, we re-write the integral identity in the following way

Iε + ε−γ
∫
Sε

σu(x, u0 −H)Pεφds+ κε =

∫
Ωε

∇uε∇(φWε)dx, (32)

where κε → 0 as ε→ 0.

Using the integral identity of the notion of the weak solution for uε, we get∫
Ωε

∇uε∇(φWε)dx = −ε−γ
∫
Sε

σ(x, uε)φds+

∫
Ωε

fφWεdx−
∫
Ωε

PεφWεdx.

As Wε → 0 strongly in L2(Ωε), we conclude that the last two integrals in the right-hand

side of the above expression converge to zero as ε→ 0. Using Proposition 1, we have

ε−γ
∣∣∣∫
Sε

(σ(x, uε)− σ(x, u0 −H(x, u0)))φds
∣∣∣

≤ Kε−γ‖uε − u0 +H‖L2(Sε)‖φ‖L2(Sε)

≤ Kε−γ/2‖uε − u0 +H‖L2(Sε) → 0 as ε→ 0.
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Then, using that u0 is continuous and H is Lipschitz continuous, we derive

ε−γ
∫
Sε

σ(x, u0 −H)φds = ε−γC−1
0

∫
Sε

H(x, u0)φds = A3

∫
Ω

H(x, u0)φdx+ κε

where κε → 0 as ε → 0. Hence, combining the above convergences and estimates, we

conclude

lim
ε→0

∫
Ωε

∇uε∇(φWε)dx = −A3

∫
Ω

H(x, u0)φdx.

Therefore, from the expression (32), we get

Iε = −ε−γ
∫
Sε

σu(x, u0 −H)Pεφds−A3

∫
Ω

H(x, u0)φdx+ κ1,ε, (33)

where κ1,ε → 0 as ε→ 0.

On the other hand, since wjε is a weak solution to the problem (20), we obtain

Iε =

∫
Ωε

∇Wε∇(Pεφ)dx+ αε

= ε−γC−1
0

∫
Sε

Pεφds− 42C0ε
∑
j∈Υε

∫
∂T j

ε/4

Pεφds+ βε,
(34)

where αε, βε → 0 as ε→ 0.

Comparing (33) and (34), we derive

ε−γ
∫
Sε

(σu(x, u0 −H) + C−1
0 )Pεφds

= −A3

∫
Ω

H(x, u0)φdx+ 42C0ε
∑
j∈Υε

∫
∂T j

ε/4

Pεφds+ α1,ε,
(35)

where α1,ε → 0 as ε→ 0.

Now, we set φ(x) = Hu(x, u0)ψ(x) as a test function in (35), where ψ ∈ C∞0 (Ω) is an

arbitrary function. Passing to the limit as ε→ 0, we get

lim
ε→0

ε−γ
∫
Sε

σu(x, u0 −H)Pεψds

= −A3

∫
Ω

H(x, u0)Hu(x, u0)ψdx+A3

∫
Ω

Hu(x, u0)P0ψdx.

(36)

Consequently, taking into account (36), we get that the function P0 satisfies the following

integral identity ∫
Ω

∇P0∇ψdx+A3

∫
Ω

Hu(x, u0)P0ψdx

=

∫
Ω

∇u0∇ψdx+A3

∫
Ω

H(x, u0)Hu(x, u0)ψdx,
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where ψ is an arbitrary function from C∞0 (Ω). This implies that (u0, P0) is a weak solution

to the system (9). Hence, the Proposition is proved.

2.3.3. Proof of Theorem 1: Final part (proof of the convergence (15)). We have the con-

vergence

ε−γ
∫
Sε

(uε − u0 +H(x, u0))2ds→ 0, ε→ 0. (37)

So, we derive

Iε ≡ ε−γ
∫
Sε

σ(x, uε)uεds = ε−γ
∫
Sε

σ(x, u0 −H(x, u0))uεds+ J1,ε, (38)

where

J1,ε = ε−γ
∫
Sε

(σ(x, uε)− σ(x, u0 −H(x, u0)))uεds.

For J1,ε we have

|J1,ε| ≤
(
ε−γ

∫
Sε

(σ(x, uε)− σ(x, u0 −H(x, u0)))2ds
)1/2(

ε−γ
∫
Sε

u2
εds
)1/2

≤ K
(
ε−γ

∫
Sε

(uε − u0 +H(x, u0))2ds
)1/2(

ε−γ
∫
Sε

u2
εds
)1/2

→ 0, ε→ 0.

Taking into account that σ(x, u0 −H(x, u0)) = C−1
0 H(x, u0), from (38), we conclude

Iε = ε−γC−1
0

∫
Sε

H(x, u0)u0ds− ε−γC−1
0

∫
Sε

H2(x, u0)ds+ J1,ε + J2,ε, (39)

where

J2,ε = ε−γ
∫
Sε

C−1
0 H(x, u0)(uε − u0 +H(x, u0))ds. (40)

Using again the convergence (37), we have

J2,ε → 0, ε→ 0.

Applying that u0 ∈ C(Ω), we get the convergence (15) from (39) arguing as in (31) and

this concludes the proof of Theorem 1�
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2.3.4. Proof of Theorem 2: Final part (the limit of the cost functional). Now, we will

show (18). For the function vε = −δ−1Pε, we have

Jε(δ
−1Pε) =

1

2

∫
Ωε

|∇uε|2dx+
1

2δ

∫
Ωε

P 2
ε dx.

Using the identification of the limit of ∇uε in (27) we derive

lim
ε→0

Jε(−δ−1Pε) = lim
ε→0

1

2

∫
Ωε

|∇uε|2dx+
1

2δ

∫
Ωε

P 2
ε dx

=
1

2

∫
Ω

|∇u0|2dx+
A3

2

∫
Ω

H2(x, u0)dx+
1

2δ

∫
Ω

P 2
0 dx = J0(−δ1P0).

This concludes the proof of Theorem 2.�

Remark 4. In the case of big particles, 1 < α < n/(n − 2) and γ = α(n − 1) − n,

the previous homogenization results (see, e.g., [13], [14], [11] and [3]) and the control

techniques ([20]), jointly with the arguments as in the proof of Theorem 2, allow to see

that the associated limit optimality system would be
−∆u0 +Aσ(x, u0) = f − δ−1P0, x ∈ Ω

−∆P0 +Aσu(x, u0)P0 = −∆u0, x ∈ Ω,

u0 = P0 = 0 x ∈ ∂Ω,

(41)

with the associated cost functional limit

J0(v) =
1

2

∫
Ω

|∇u(v)|2dx+
δ

2

∫
Ω

v2dx, (42)

for a suitable positive constant A.

3. The control problem for n = 2

In this section, we describe the optimal control problem and its homogenization in the

case n = 2. We consider a state problem of the form
−∆uε = f + v, x ∈ Ωε,

∂νuε + β(ε)σ(x, uε) = 0, x ∈ Sε,
uε = 0, x ∈ ∂Ω,

(43)

where v ∈ L2(Ωε), f ∈ L2(Ω), ν is the unit outward normal vector to Sε, and now

aε = ε exp(−α2/ε2), β(ε) = ε exp(α2/ε2), for some α 6= 0. We assume again that the

function σ(x, u) is a smooth function in x ∈ Ω and u ∈ R satisfying (8) and (16).

We consider a cost functional Jε : L2(Ωε)→ R given by

Jε(v) =
1

2
‖∇uε(v)‖2

L2(Ωε) +
δ

2
‖v‖2

L2(Ωε), (44)
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for some δ > 0. It is well known that there exists a pair (uε(vε), vε) (see, e.g. [12]), called

optimal, such that the function vε is the optimal control satisfying

Jε(vε) = min
v∈L2(Ωε)

Jε(v). (45)

As in the case n = 3, the adjoint problem, related to the state problem (43), takes the

following form 
∆Pε = ∆uε, x ∈ Ωε,

∂ν(Pε − uε) + β(ε)σu(x, uε)Pε = 0, x ∈ Sε,
Pε = 0, x ∈ ∂Ω.

(46)

Moreover, the optimal control vε is characterized by the variational inequality∫
Ωε

(Pε + δvε)(v − vε)dx ≥ 0, (47)

where v is an arbitrary element of L2(Ωε), and hence

vε = −δ−1Pε. (48)

Following the method described in the previous Sections, it is possible to get some uni-

form estimates on uε, Pε, in H1(Ωε, ∂Ω), and on vε in L2(Ωε). Then, using the properties

of the extension operator, we obtain the uniform boundedness of the norms of the H1-

extensions of uε and Pε in H1
0 (Ω). Hence, a sub-sequence exists for which convergences

(24) are valid. The next theorem gives the description of limit functions u0, v0 defined in

(24)

Theorem 3. Let n = 2, f ∈ L2(Ω) and let (uε, Pε) be a solution to the nonlinear system

−∆uε = f − δ−1Pε, x ∈ Ωε,

∆Pε = ∆uε, x ∈ Ωε,

∂νuε + β(ε)σ(x, uε) = 0, x ∈ Sε,
∂ν(Pε − uε) + β(ε)σu(x, uε)Pε = 0, x ∈ Sε,
uε = Pε = 0, x ∈ ∂Ω.

(49)

Then the pair (u0, P0) is a solution to the semilinear system
−∆u0 +A2H(x, u0) = f − δ−1P0, x ∈ Ω,

−∆P0 +A2Hu(x, u0)P0 = −∆u0 + A2

2
∂
∂u

(H2)(x, u0), x ∈ Ω,

u0 = P0 = 0, x ∈ ∂Ω,

(50)

where A2 = 2π/α2 and H is the unique solution to the functional equation

1

α2
H = σ(x, u−H).

Remark 5. Note that the function v0 = −δ−1P0 is the optimal control, and (u(v0), v0)

is the optimal pair, of the optimization problem of finding a minimum in L2(Ω) of the

functional

J0(v) =
1

2

∫
Ω

|∇u(v)|2dx+
A2

2

∫
Ω

H2(x, u(v))dx+
δ

2

∫
Ω

v2dx, (51)
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where u = u(v) is the unique weak solution of the problem{
−∆u+A2H(x, u) = f + v, x ∈ Ω,

u = 0, x ∈ ∂Ω.
(52)

Moreover, following the same arguments given in the previous Sections, we have that

lim
ε→0

Jε(vε) = J0(v0). (53)

To prove the Theorem 3, we will adapt the proof of the Theorem 2 to the case n = 2.

We will divide the proof into three Propositions. First, we get the limit problem for the

function u0.

Proposition 4. Let n = 2, f ∈ L2(Ω), and let u0, P0 ∈ H1
0 (Ω) be the limit of ũε and P̃ε

respectively. Then, the limit function u0 is a solution to{
−∆u0 +A2H(x, u0) = f − δ−1P0, x ∈ Ω,

u0 = 0, x ∈ ∂Ω.
(54)

Proof. Using the monotonicity of the function σ, it is easy to see that the function uε

satisfies the integral inequality∫
Ωε

∇φ∇(φ− uε)dx+ β(ε)

∫
Sε

σ(x, φ)(φ− uε)ds

≥
∫
Ωε

(f − δ−1Pε)(φ− uε)dx
(55)

for an arbitrary function φ from C∞0 (Ω).

Next, we take ζε = φ −WεH(x, φ) as the test function in the (55), where Wε is defined

again by (19). Then, we get∫
Ωε

∇(φ−WεH(x, φ))∇(φ−WεH(x, φ)− uε)dx

+β(ε)

∫
Sε

σ(x, φ−H(x, φ))(φ−H(x, φ)− uε)ds

≥
∫
Ωε

(f − δ−1Pε)(φ−WεH(x, φ)− uε)dx.

(56)

Using the definition of Wε, we transform the integral over Ωε in the right-hand side of

(56) in the following way

Iε =

∫
Ωε

∇(φ−WεH(x, φ))∇(φ−WεH(x, φ)− uε)dx

=

∫
Ωε

∇φ∇(φ−WεH(x, φ)− uε)dx−
∑
j∈Υε

∫
∂Gj

ε

∂νw
j
εH(φ−H − uε)ds

−
∑
j∈Υε

∫
∂T j

ε/4

∂νw
j
εH(φ− uε)ds+ α1,ε,
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where α1,ε → 0 as ε→ 0.

Then, by using the explicit expression of wjε and modifying the right-hand side of the

previous expression∫
Ωε

∇φ∇(φ−WεH(x, φ)− uε)dx+
β(ε)

α2

∫
Sε

H(φ−H − uε)ds

− 4

ε ln 4aε
ε

∑
j∈Υε

∫
∂T j

ε/4

H(φ− uε)ds+ α2,ε

where α2,ε → 0 as ε → 0. Next, we use the lemma proved in [21] (see also Theorem 4.5

of [3]) but now for the special case of n = 2.

Lemma 2. Let uε ∈ H1
0 (Ω) and uε ⇀ u0 weakly in H1(Ω) as ε→ 0. Then,∣∣∣∑

j∈Υε

∫
∂T j

ε/4

4

ε ln(4aε
ε

)
H(φ− uε)ds+A2

∫
Ω

H(φ− u0)dx
∣∣∣→ 0, as ε→ 0.

Then, we get the convergence

lim
ε→0

Iε + β(ε)

∫
Sε

σ(x, φ−H)(φ−H − uε)ds


=

∫
Ω

∇φ∇(φ− u0)dx+A2

∫
Ω

H(φ− u0)dx

Hence, passing to the limit in as ε→ 0, we get that u0 satisfies∫
Ω

∇φ∇(φ− u0)dx+A2

∫
Ω

H(φ− u0)dx ≥
∫
Ω

f(φ− u0)dx,

for an arbitrary test function φ ∈ C∞0 (Ω).From here, we derive that u0 is the weak solution

to the problem (54).

The next theorem gives some regularity results of the solution u0.

Proposition 5. Let n = 2, f ∈ L2(Ω), vε ⇀ v0 weakly in L2(Ω) and uε is the solution to

(43). Then

‖uε − u0 +WεH(x, u0)‖H1(Ω,∂Ω) → 0,

β1/2(ε)‖uε − u0 +H(x, u0)‖L2(Sε) → 0, as ε→ 0.
(57)

Proof. Again, from the results for semilinear elliptic equations (see, e.g. [1]), we know

that u0 ∈ H2(Ω). The Sobolev embedding theorem implies that H2(Ω) is continuously

embedded into C(Ω). Therefore, we can use the same arguments as in the proof of

Theorem 2 and get the convergence statement.

Next, we derive the limit problem for P0.
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Proposition 6. Let Pε be a solution of the adjoint problem. Then the limit function P0

is a weak solution to the following boundary value problem{
−∆P0 +A2Hu(x, u0)P0 = −∆u0 +A2Hu(x, u0)H(x, u0), x ∈ Ω,

P0 = 0, x ∈ ∂Ω,

where u0 is the solution to (54).

Proof. We follow again the same ideas of the proof of the Proposition 3. According to the

Proposition 5, we have

β(ε)
∣∣∣∫
Sε

σu(x, uε)− σu(x, u0 −H)Pεφds
∣∣∣

≤ K max
x∈Ω,u∈R

|σuu|β(ε)‖uε − u0 +H‖L2(Sε)‖Pε‖L2(Sε)

≤ Kβ1/2(ε)‖uε − u0 +H‖L2(Sε) → 0,

as ε→ 0, where φ ∈ C∞0 (Ω). Hence, we can re-write the integral identity for the function

Pε in the following way∫
Ωε

∇Pε∇(φWε)dx+ β(ε)

∫
Sε

σu(x, u0 −H)Pεφds+ κε =

∫
Ωε

∇uε∇(φWε)dx,

where κε → 0 as ε→ 0.

Using the similar arguments as in Proposition 3, we derive

β(ε)

∫
Sε

(σu(x, u0 −H) + α−2)Pεφds

= A2

∫
Ω

H(x, u0)φdx− 4

ε ln 4aε
ε

∑
j∈Υε

∫
∂T j

ε/4

Pεφds+ αε,

where αε → 0 as ε→ 0. Now, we set φ = Hu(x, u0)ψ as a test function in the expression

above, where ψ ∈ C∞0 (Ω), and passing to the limit as ε→ 0

lim
ε→0

β(ε)

∫
Sε

σu(x, u0 −H)Pεψds

= −A2

∫
Ω

H(x, u0)Hu(x, u0)ψdx+A2

∫
Ω

Hu(x, u0)P0ψdx.

Note, that we have used Lemma 2 to derive the limit.

Using the obtained convergence, we derive that the function P0 satisfies the integral

identity ∫
Ω

∇P0∇ψdx+A2

∫
Ω

Hu(x, u0)P0ψdx

=

∫
Ω

∇u0∇ψdx+A2

∫
Ω

H(x, u0)Hu(x, u0)ψdx,

where ψ is an arbitrary function from C∞0 (Ω). This completes the proof.
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Combining results of Proposition 4 with Proposition 6, we derive Theorem 3.

Remark 6. It would be interesting to extend the different results of this paper to the case

of particles of arbitrary shape (for instance with the techniques introduced in the paper

[8]), to the study of more general terms σ(x, uε) in the Robin boundary condition and,

also, to the case of quasilinear Poisson type equations in the line of previous convergence

results as, for instance, [11] and [3]. The difficulties are of many different types (for

instance, the Pontryagin maximum principle for p-Laplacian type operators in the control

problem is not completely well-known in the present dates).
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