Mathematical analysis and homogenization of a free boundary
problem for in situ leaching of rare earths with a special periodic
structure

Jesus Ildefonso DfAZ, Anvarbek MEIRMANOV and Akbota SENKEBAYEVA
January 27, 2026

Abstract

We consider an initial-boundary value problem modeling in situ leaching of rare earths with
a special periodic structure by an acid solution, improving some previous studies by the second
author and collaborators. At the microscopic scale, fluid motion in the pore space is described by
the Stokes equations for a slightly compressible fluid coupled with the deformation of the elastic
skeleton, governed by the Lamé system, and the diffusion equation for the acid solution. Due to
rock dissolution, the interface between liquid and solid phases is unknown ( it is a free boundary)
and must be determined as part of the solution. To overcome this difficulty, we introduce a family
of approximate microscopic models with prescribed pore geometry and establish their well-posedness
in a weak formulation. Using a priori estimates and Galerkin’s method, we obtain existence results
and apply the method of two-scale convergence for periodic structures to derive the corresponding
homogenized macroscopic model. Finally, a fixed-point argument yields existence and uniqueness for
the resulting macroscopic system.
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1 Introduction

In this paper, we study a microscopic mathematical model describing in-situ leaching of rare earths and
establish the existence and uniqueness results for classical solutions of the corresponding initial-boundary
value problem for the associated system of differential equations. Leaching-based extraction of rare earths
(or metals) plays a crucial role of the present time. Deposits of uranium, nickel, and other rare metals are
geologically complex and strongly heterogeneous. Such heterogeneity implies that the physical properties
of the medium vary spatially. Investigations of wells and core samples demonstrate that key geological
characteristics—such as porosity and permeability—can vary significantly even within a single ore body.
In many cases, insufficient attention to these heterogeneities during the planning stage leads to serious
operational problems, for example when the acid solution injected through wells migrates to locations
far from those intended. Furthermore, the effectiveness of the process is strongly influenced by the
concentration of the injected acid, the injection regimes, and other technological parameters.

Consequently, a detailed understanding of fluid flow in heterogeneous porous media, as well as the
mechanisms governing acid-induced rock dissolution, is of fundamental importance for efficient rare earth
extraction. This understanding can be achieved through the development of a hydrodynamic simulator for
the ore body based on appropriate mathematical models, enabling optimization of the entire technological
process. Such a simulator is a complex system comprising a hierarchy of mathematical models describing
the physical processes (forming the simulator prototype), digital representations of the geometric and
physical properties of the solid framework, and software tools for visualizing the processes and tracking
the evolution of the main model characteristics.



At present, numerous mathematical models exist for describing rock leaching dynamics; however,
these models operate exclusively at the macroscopic scale (see [21], [7], [37] and references therein). In
contrast to microscopic models—where the characteristic length scale is on the order of tens of microns—
macroscopic models typically involve spatial scales of meters or even tens of meters. As a result, such
models do not resolve the microstructure of the medium. Instead, each spatial point is treated as contain-
ing both the solid skeleton and the pore-filling fluid. Despite their diversity, these macroscopic models
are based on a common framework. Fluid motion is generally described by Darcy’s law or its modifi-
cations, while the transport of acid and reaction products is postulated through equations resembling
diffusion—convection relations for the relevant concentrations.

A key distinction among these models lies in the choice of coefficients in the governing equations,
leading to a wide variety of formulations depending largely on the preferences of individual authors.
This diversity is understandable, since the core physical mechanism—the interaction at the unknown free
boundary between the pore space and the solid skeleton—is not explicitly represented in macroscopic
descriptions. It is precisely at this interface that rock dissolution occurs, acid concentration changes,
and reaction products are generated within the fluid. Moreover, the geometry of the pore space itself
evolves in both time and space during the leaching process. These essential phenomena take place at
the microscopic scale, corresponding to the typical size of pores and fractures, whereas macroscopic
models operate at much larger scales and therefore cannot resolve free boundaries or detailed acid-rock
interactions. This fundamental mismatch in scales explains the large number of competing macroscopic
models.

The authors of such models lack both a rigorous framework for describing microscopic processes based
on the fundamental laws of continuum mechanics and chemistry, and the means to directly incorporate
microstructural features into macroscopic formulations. As a consequence, they are forced to rely on
heuristic assumptions. This situation naturally raises the question of model adequacy: when several
macroscopic models claim to describe the same physical process under identical conditions, how can
one determine which is most accurate? Experimental validation provides little guidance, since each
model contains numerous adjustable parameters that are not directly tied to reservoir geometry (such
as porosity) or intrinsic physical properties (such as fluid viscosity or solid matrix characteristics). By
tuning these parameters, virtually any experimental outcome can be reproduced.

R. Burridge and J. B. Keller [5], together with E. Sanchez-Palencia [38], were the first to show
that an accurate macroscopic description of fluid filtration and seismic wave propagation in rocks is
possible if and only if three conditions are satisfied: (a) the physical process is rigorously described at
the microscopic level using the equations of classical Newtonian continuum mechanics; (b) a suitable
set of small dimensionless parameters is identified; and (c¢) the macroscopic model emerges as the exact
asymptotic limit—via homogenization—of the microscopic model as these small parameters tend to zero.
Numerous special cases of exact macroscopic models for acoustics and fluid flow in rocks have since been
studied by various authors (see [17]-[4]). Although different homogenization techniques were employed,
their application generally required substantial analytical effort and ingenuity.

A major shift occurred with the publication of G. Nguetseng’s work [33], in which the method of
two-scale convergence for periodic structures was introduced. This development transformed homoge-
nization from a highly specialized analytical art into a systematic and widely applicable tool. As a result,
homogenization theory has largely ceased to exist as a standalone branch of mathematical analysis, with
contemporary research efforts focusing instead on applications in mechanics, physics, biology, and related
fields.

The organization of this paper is as follows: In Section 2, we provide a detailed exposition of the
necessary preliminaries and state the three main results, after introducing the microscopic system under
consideration and its homogenization, which are developed in several parts. Subsequently, three separate
sections are devoted to the proofs of the aforementioned main results, with each section containing the
proof of one result.



2 Preliminaries and statement of the main results.

2.1 Statement of the main and intermediate problems

As we have already noted, the derivation of macroscopic mathematical models should be based on a
mathematical model faithful to the physical formulation at the microscopic level, described by the laws
of Newtonian classical continuum mechanics (see, e.g., [19] and Appendix A, section A.7 in [29] which
summarize the exposition made in [36]).

In what follows we will assume that elastic skeleton is stationary and that the surrounding fluid is
slightly compressible. In this way we will extend some previous treatments in the mathematical literature
dealing with incompressible fluids (see [30] and [32]). Notice that since the characteristic time scale for
the elastic skeleton is much larger than the characteristic time for changes in the fluid, the hypothesis
that the elastic model is stationary is well justified.

For now, we will postpone the details regarding the geometric hypotheses constituting the region
Q- Qfe occupied by the elastic skeleton of the pores. We will therefore prioritize the differential equations
that characterize the motion. The to compressible viscous flow motion in a pore space Q% C §, for ¢ > 0,
in the dimensionless variables (see subsection 2.2), is governed by the stationary Stokes equations for the
compressible viscous fluid (see, e.g., [29] and [15])
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for dynamic characteristics w% (fluid displacements), v5 = s (fluid velocity) and p% (fluid pressure).
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Here ¢ is a small parameter equal to —, where n is an integer number, n > L, D(z,v°) = §(V'UE +
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(V've)*) is the symmetric part of the gradient Vv®, P is a part of the stress tensor in the fluid component,
p°(x) is a given pressure, p’(x) = p‘=const for x € S%,i = 1,2.
The motion of the compressible elastic skeleton in the domain Qf, for ¢ > 0, is described by the
stationary Lame equations
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for dynamic characteristic wé(x, t) (elastic displacements) and p (elastic pressure), where the symmetric
matrix ]D)(:z:,vjc) and other expressions and constants in this statement of the problem will be recalled
later. Here P is a part of the stress tensor in the elastic component and P° = x °P% + (1 — x°)P§ is a
part of the stress tensor, with x ¢ the characteristic function of the pore space: that is, x¢ = 1 in the
domain occupied by the fluid and x© = 0 in the elastic skeleton.
Diffusion of the acid and products of chemical reactions in the pore space, for ¢ > 0, are described by
diffusion equation
oc®
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for the acid concentration ¢¢ and by the transport equations
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for concentrations of products of chemical reactions c5 (x,t), j=1,...., k.
At the free boundary I'¢ (sometimes called as moving free boundary, since it depends of time) between
the fluid and elastic components it is assumed the following boundary conditions, the first two of them

are typical of fluid-structure interaction modeling (see, e.g., [29], [14] and their references)
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where N°¢ is the normal vector to the free boundary (here assumed to be smooth enough), D% is the
normal velocity of the boundary I'® in the direction of the unit normal N° to the boundary I'®, outward
to the domain 0%, and v y = x°(v5 - IN%) is the normal component of the fluid velocity at the free
boundary. Such conditions express the laws of conservation of mass and momentum (see Appendix A,
section A7 in [29]).

Finally, an additional boundary condition, that should allow us to characterize the free boundary, must
be postulated as a decreasing law of the diameter of the elastic particles. We will use such constitutive
law in our formulation by similarity with a condition used in [34] (where the growth of biological tissue
particles in a nutrient medium is considered, but with the opposite sign):

Dy (x,t) = af c(x,t), € I, t>0. (2.11)

At the given boundaries, the injection wells S', producing wells S?, and the impermeable boundary S°,
the following auxiliary conditions are given

$<n>=0,ze S'US t>0, (2.12)
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wi(z,t) = wi(x,t) =0, T € SOt >0, (2.14)
c(x,t) = co(x), =€ STUS? t>0, (2.15)
cj(x,t)=0,j=1,...k xS t>0. (2.16)

The formulation of the problem ends with the given initial conditions

c(z,0) = co(x), =€y, (2.17)
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¢j(®,0)=0,j=1,....k xcQf. (2.19)

In (2.1) - (2.19) the positive constants p', p?, ap, A, ¢y, and cs, are supposed to be given.

Here [ is characteristic pore size and L is the characteristic size of the physical domain under con-
sideration, 7 is the characteristic duration time of the physical process, p is the density of water, g is
the acceleration of gravity and p is the dynamic viscosity of the liquid, g, is the dimensionless density
of the solid skeleton, related to the density of water p, and g is the dimensionless density of the liquid
component related to the density of water py, ¢, ¢ is the speed of sound in the liquid component and ¢, s
is the speed of sound in the solid component and D is the acid diffusion coeflicient. Parameters af and
aj, may depend on the small parameter € and parameters oo, 3 and 5; j = 1,...,k, are given positive

n
constants that do not depend on the small parameter ¢.



The case of an absolutely rigid solid skeleton was considered in [30] and, as in that occasion, we also
will use a functional set which is the key in the study of the microscopic description given by a function
r(x,t). We define

or

Mo,y =1{r € H2 T (Qr), 0 <ro(x) < -0 < o —(x,t) < 0,
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which determined the structure of the pore space. Here we are following the notation used in [24] for

the functional space H2+7 %5 *(Qr): the Banach space of functions r(x,t) that are Holder continuous in
Qr = [0,T] x Q together with all derivatives of the form D?!D? for 2b+ s < 2+ v , and have a finite
vale for the associated norm. It can be proved (see expression in (1,10) of [24]), that some norms for the
Holder spaces H*(Q) and H2+7 55 7 (Qr) are given by
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respectively. Moreover, for any natural number k and any to € [0,7], the space HF+7, 55" (Qt ) is a
Banach space with the norm
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Now we will define the different auxiliary problems that we will consider gradually until we conclude
with the final problem that contemplates the most general situation considered in this article. We call
A® to the problem (2.1) — (2.5), (2.7) — (2.9), (2.11) — (2.15), (2.17), (2.18) (i.e., without including the
conditions relating to the products of the chemical reactions ¢;(x,t)).

We call B¢(r) to the problem A, without the boundary condition (2.11) at the free boundary, but
assuming known the structure of the pore space, given by the function r(x,t) € Mo 7y and assuming an
additional term in the dynamic equation for the fluid component in the form

VP Owy _ vp' 2.21
Wy — € ot p. (2.21)
Notice that this equation corresponds to the so-called parabolic regularization and will allow to get easily
better regularity of solutions. Moreover, the extra term will disappear in the homogenization process, as
e —0.

As we already mentioned in the abstract, we first consider the problem B¢ (r) with a given structure
on the pore space.

In this problem, B¢(r), for a fixed € > 0, the elastic skeleton is the union of some disjoint sets,
sufficiently close to balls of radius € r, slowly decreasing in volume, which simplifies the geometry of the
original pore space. This will allows us to prove the existence of approximate solutions.

As usual, subsequent intermediate problems have multiple choices. For example, for our case we may
consider non stationary Stokes equations, but then we somehow must find a priori estimates for the fluid
velocity, keeping in mind the difficulties with free boundary separating liquid and solid components.

We call dynamic problem B, , (r), to the problem (2.1)-(2.4), (2.7), (2.8), (2.12), (2.14), (2.18), (2.21),
and we call diffusion problem By, ;(r) to the problem (2.5), (2.9), (2.13), (2.15), (2.17).



We call homogenized dynamic problem Hgy, () to the homogenization of the dynamic problem
Bg,,,(r), and we call the homogenized diffusion problem Hy;ss(r) to the homogenization of the diffu-
sion problem B, ; (7).

Finally, we will prove that the homogenization of the constitutive law of the free boundary (2.11)
allow us to define an operator F, that transforms the set 9o 7 into itself. Moreover we will prove that
F has a unique fixed point r* which will determine the desired unique homogenization H = H(r*) of the
problem A°.

To homogenize the dynamic problem Bf, , (r) for the fluid component, the dynamic problem Bj, , (r)
for the elastic component and the diffusion problem BS, £f (r), we will use a modification of the Nguetseng’s
two-scale convergent method ([33]) adapted to structures with special periodicity (see [30]).

The physical process we are considering has a rather long duration (the filtration rate of the fluid is
several meters per year). Therefore, the most interesting mathematical results are the theorems about
the existence of solutions, globally in time, to the corresponding initial - boundary value problems. On
the other hand, due to the strong nonlinearity typical of free boundary problems (see, e.g., [30]) it is
usually not possible to prove any result globally in time for mathematical models at the microscopic
level. That is, the possible results can be theorems on the existence of a generalized or classical solution
to the initial-boundary value problem for a system of differential equations describing in-situ leaching at
the macroscopic level locally in time.

It should be noted that the usual Stefan problem was formulated only at the macroscopic level and for
a one-phase problem, where the free boundary is monotonic in time, which made it possible to prove the
existence of a classical solution globally in time (see [28], [16], [11]). But in a general formulation, how
can we obtain a macroscopic mathematical model if we know nothing about the existence of solutions of
the associated microscopic mathematical model of which it is supposed to be the limit?

To get around these difficulties, we will follow the ideas introduced in [30] leading to the existence of
some suitable fixed point by application some of the theorems in the literature. To do this, we define the

T
structure of the pore space, given by the characteristic function x°(x,t) = X(r(m, t); [—]), periodic in the
€

variable y (see subsection 2.3). As we have already noted, in the case of a general formulation, solving
the emerging problem is almost impossible. Therefore, it is reasonable to limit ourselves to the simplest
cases. For example, when a non-negative function r(x,t), from some set Mg 1y, uniquely determines a
characteristic function of the pore space x(r;y).

Then, for a fixed r € Mo, 1), we consider the initial boundary value problem B*(r) in a given domain
Q?(T) occupied by the fluid component and a given domain 25(r) occupied by the elastic component
in order to determine the main unknowns of the problem A° (velocities, displacements, pressers and
acid concentration), still without the free boundary condition (2.11). To understand what should be
the homogenized problem H(r) of the problems B¢(r), a formal homogenization of the problem A° is
performed beforehand. The sufficient conditions for the existence of a homogenization the boundary
condition (2.11) are formulated in the Lemma 20. If 7¢(x,t) defines the structure of the elastic skeleton
and pore space in the problem A® and we assume that v — r* as € — 0, then the homogenized problem
H(r*) of the problem B*(r*) = A® should coincides with the homogenization H of the problem A® without
the homogenization of the boundary condition (2.11).

It is clear that the homogenization of the free boundary condition (2.11), with a given structure of
the pore space defined by a function r € Mg 7, defines an operator F : I — M, whose unique fixed
point r*(x, t) determines the required unique homogenization H of the problem A® (see subsection 5.5).

As said before, to solve problem H(r) we, first of all, have to solve the linear problem B®(r) and then
find its homogenization H(r) as ¢ — 0. In turns out that the linear problem B¢(r) can be decomposed
into a sequential formulation of the dynamic problem Bgyn(r), defining the dynamic unknowns w%, vg,
ws, p%, p; and then the diffusion problem BGiss (r) which defines the acid concentration unknown c*©.

Due to the linearity of these auxiliary problems, the existence and uniqueness of a weak solution to
each of them follows, for instance, by the Galerkin’s method (see, e.g., [24], [25]) from suitable a priori
estimates and known methods for passing to the limit and solving linear differential equations.

The next step is the homogenization the problem B®(r). To get a rigorous proof of the convergence,



when e — 0, we will apply a modification of the Nguetseng’s two-scale convergence method (following
some ideas of [30]). We will get a limit formulation given by a dynamic model Hgyy, ¢(r) for the fluid
component, a dynamic model Hyy,, .(r) for the elastic component, and a diffusion model Hg, ¢ 7 (r) for the
acid concentration. But since this method was developed only for homogenization of functionals, we will
need to write down the strong formulation of the mathematical model in terms of a system of integral
identities which under some regularity assumptions are equivalent to the original system of differential
equations and boundary conditions.

The integral identities, weak formulations of the dynamic Stokes and Lame equations, as well as the
integral identities, weak formulation for the diffusion equation with standard boundary conditions are
well known in the literature. But the respective expressions of the differential equations in the form of
integral identities are a general and rather difficult challenge for free boundary problems. One of the older
examples was the Stefan problem ([22], [35]), describing phase transitions in pure (without impurities)
media. The question of the existence of a classical solution globally in time to the one-phase Stefan
problem remained open until 1975 [16]. The existence of a classical solution to the two-phase Stefan
problem locally in time was proved in 1979 [28], provided that the modulus of the temperature gradient
at the free boundary at the initial time is positive. Moreover, in [27] it was shown that if this condition
is violated, the classical solution of the two-phase Stefan problem does not exist. For some other results
on this important problem see, e.g., [11], [18], and their many references.

In our mathematical model on in situ leaching, it is very important to find a weak formulation of the
problem in the form of a system of integral identities. This only will require some minimal smoothness
of the solutions to the problem. Nevertheless, the peculiar geometry of the spatial domain (for instance
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for the acid concentration ¢, defined only in the pore space Q% 1(r) = U Q%(r)), it is necessary to
t=0

find an extension of the considered functions, from the domain of their definition onto a global domain
Qr = Q x (0,T), preserving their best differential properties. To do this, we used some results ([1], [8])
on the extension of such type functions. Many other extensions results could be also apply (see, e.g., the
exposition made in [12]).

A'priori estimates on weak solutions (i.e., solutions of the corresponding integral identities) usually
require a special choice of the test functions used in the integral identities and followed of suitable
integration by parts. For the latter, sufficient smoothness of the boundary of the pore space ch(r) (the
domain filled by the fluid) is necessary. We point out that the smoothness of the boundary 0Q%(r) is
determined by the regularity of the function r € Mg 7). This simple fact will be central to the derivation
of a priori estimates in our case. Moreover, we will show that the operator F = F(r) is Lipschitz
continuous, with the corresponding constant bounded by some linear function of 7. This property will
allows us to prove the existence of a unique fixed point 7*(x, t), at least locally in time. Finally, using the
regularity of the solutions to the problem H(r) we will prove the well-posedness (existence and uniqueness
of solutions) of the limit mathematical model H, for any 7" > 0.

We will use some of the notations adopted in [24] and [25]. Nevertheless, for the sake of the reader,
we recall that W3°(Qp) = L2(0,T : H'(Q)) and in the case of vectorial functions we write the space in
bold case Wé’O(QT) =12(0,7 : H(Q2)) = L(0, T : H}(2)?). We recall the notation, used in [24], on the
norm in W5%(Qr)

sy = essup )] ey + 19 ey -

It is clear that we may find the unknowns c¢;(x, t), representing the concentrations of products of the
chemical reactions, after finding the solutions to the problems B(r) and H(r) (remember that the system
of equations (2.6) where not included in the definition of these problems).

2.2 Statement of the main results.

Although many other preliminary notations will be recalled in the rest of this section (as, for instance,
the detailed definition of weak solutions), we are now in conditions to state the main results of this paper:



Theorem 1. Let cg € H*T*(Q) and p° € HT*(Q). Then the problem B (r) has an unique weak solution
wp, wp € Wy (Qr), c € Wy (Qr) and py, ps € L2(Q7).

Theorem 2. Under conditions of the Theorem 1 the problem H(r) has an unique weak solution wy, wy €
W, (r)3, ¢ € Wy (Qr) and py, ps € L2(Qr).

Theorem 3. Under conditions of the Theorem 1 the problem H has an unique classical solution
14+ ,— 24a — 24a — < 24a —
pe HF S5 (Qr), c € B2 (Qp), wy € B2 (Q)3, and w, € B2 (Q)3.

2.3 Dimensionless parameters.

If [ is the characteristic pore size and L is the characteristic size of the physical domain under consider-

ation, we will use in a crucial way that the dimensionless parameter ¢ = 7 is a very small parameter.
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Furthermore, without loss of generality, we will assume that € = —, where n is an integer.

n
The dimensionless parameter af, (arising in (2.1)) characterizes the viscosity of the fluid in pores. It
is given by
e _ _ 24
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where 7 is the characteristic duration time of the physical process, p, is the density of the water, g is
the acceleration of gravity and p is the dynamic viscosity of the fluid. The dimensionless parameter ag
characterizes the speed of dissolution of the elastic skeleton.

The diffusion of acid is characterized by the dimensionless coefficient (arising in (2.5))

DT
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We also recall that g, is the dimensionless density of the elastic skeleton, related to the density of the
water pg, oy is the dimensionless density of the fluid component related to the density of water py, ¢, ¢
is the speed of sound in the liquid component and ¢, s is the speed of sound in the elastic component
and D is the acid diffusion coefficient. Parameters af and af, may depend on the small parameter € and
parameters oo, 8 and ; j = 1,..., k, are given positive constants that do not depend on .

In this paper we consider the so-called Biot’s assumption (in honor to Maurice Anthony Biot (1905-
1985)), for in-situ leaching, saying that

Qo =

af, = €2y, and py = const > 0.

It is not too difficult to prove that without this structural condition the homogenized problems become
rather trivial (see, e.g. the analysis made in [12] for some different systems).

2.4 The structure of the pore space.

In what follows all functions of the type ¢(y;x,t), where (z,t) € Q and y € R?, are considered 1 -
periodic in the variable y:

ey, t) = o(s(y)sz,t), y=[lyll +esy), [yl = [l 2. [lvsl]), (2.22)

where the number [|a|] denotes the integer part of the number a.
For the problem A°, before defined, for any r* € (0,1/2), it is convenient to introduce the sets

1 1
Y:{yeR3:—§<yk<§, k=1,2,3} and
* 1 * * *
Yo(r)={yeY:lyl= @i+ +y3)2 <r'}, Y;(") ={y € Y : |y| > 1"},

Y(r*) =0Y ¢ (r*)NoYs(r*), (2.23)



and the auxiliary functions

. sgn(ly| —r*)+1 . x
x(rtiy) = BT ey = (a0 (D)) (2.24)
By n(r*) = —|—y| we will denote the outward unit normal to the domain Yy (r*) C Y. The same notations
Yy
will be used also for the problem B¢(r), where instead of r* we write r € (0,1/2),
sgn(ly| —r)+1 | x
xiry) = BT e ) =y (a0 (D)) (2.25)

2.5 Domains and boundaries.

We assume that  C R3 is a bounded domain with piecewise smooth boundary S = 9Q = S° U S' U §2.
The boundary S° C R? is impermeable to the fluid in the pore space, the boundary S' C R? simulates
the injection wells and the boundary S? C R? simulates the production wells.

As a matter of facts, we will simplify the geometry of the spatial domain by assuming that 2 is the

1 1
unit origin-centered cube of R3, and with S° = {x : 23 = iﬁ’ ~5 < 71, 22 < 5}, St={zx:2 =
11 1, 11 i
- —_ K a < = = : :7—7< s <*.
5’ "9 S T2, T3 X 2}7 S {CB T 2" 9 T2, T3 2}
We define now the following subsets of 2
t=T
Qs(r) ={z € Q: x(rz) =1}, Q@) ={z € Q: x(rz) = 0}, Q) = [J 50,
t=0
t=T t=T
e = 2%0), T =) nQ(r), T%=|JI(). Thus
t=0 t=0

ke € \E € €
Q= UQ , O ={xcQ:x=ck+ey}, QI; (T):Qf(r)ﬂQk’ ,
keZ
Qb (r) = Q5 (r) NP, QF =TR=(r) =T °(r) N Q%
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for all k = (k1, ko, k3), ki1, ko, k3 € Z (integer numbers) and for all y € ¥ = (—=, =) c R%.
In this way,
Q’}(r) ={xcQ:x(x,t) =1}, Q% = Q‘;(ro),
Q(r)={x € Q: x(x,t) =0}, Q0 =Q(ry),
k, _ 0Ok, -
Q] E(T‘) = 6ﬁ825(74)7 J= f787

Pe(r) =Q;(r) () = Tk, T @) =0k nTr=(r). (2.26)
k=1

We call the structure, defined by the formula (2.25) as structure with special periodicity.
For a given structure r(x,t), with characteristic function x(r;y), the function

4 4
m(r) = / x(riy)dy =1— cmr® > -, (2.27)
y 3 3
represents the porosity of the elastic skeleton at the point (z,t).
For any continuous function u(x) on Q¢US, its directional limits at the points xo € I'*(r) are denoted
as
u(xo +0) = lim u(zx), x € Q% (r), zo € *(r),

T—I0

u(xo —0) = lim wu(zx), x € QF, (1), ®o € T(r).

T—I0 s
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Sometimes, we will choose a small parameter ¢ = —, n = 1,2,3,...., so that the boundary condition
n

(2.12), on S U S?, makes sense.

2.6 Some notations regarding matrices and differential operators.

We assume given the standard Cartesian orthogonal basis e;, es, e3 in R3 and consider some tensors
(i.e., linear transformations R® — R3) A, B and C. The action of the tensor A on a vector b is denoted
by the vector ¢ = A < b >. By (a - b) we denote the scalar product of vectors a, b. We recall that the
product C = A - B is a transformation A : B(R?) — R3, where B(R3) = {y € R? : y = B(x), Vx € R3}
and that I denotes the unit tensor, i.e., such that I- A = A -T = A for any tensor A.
For any vectors a, b, ¢, by a ® b we denote the diad (second-order tensor) defined by (a ® b) <
3

1
c >=a(b-c). By J;; we denote the tensor §(ei ®e; + e; ®e;). Then we can write A = Z a;;Jj.
i,j=1
In particular, a tensor A is symmetric if (A < e; > -e;) = (A < e; > -e;) and more in general if
(A<a>b)=(A<b>-a).
Given some tensors A, B and C, by (A), (B) and (C) we denote the associate matrices in the chosen
Cartesian coordinate system

ai1 G2 013 bir b2 b3 ci1 Ci2 €13
(A) = a21 Qg2 A23 s (B) = bo1 bz bos ) (C) = C21 C22 €23 ’
az1  asy as3 b31 bz ba3 c31 C32 C33

The usual operations of sum (A) + (B), multiplication by scalars «(B) and product (A) - (B) are well
defined in a compatible sense with the operations with tensors.
We will use the vectorial notation w(x,t) = (ui(x,t),us(e,t),us(w,t)). The symmetric part of the
1
gradient tensor is given by D(z,u) = §(qu + (Vzu)*). Then, the symmetric gradient of a vectorial
function wu is given by the second-order symmetric tensor

3

1 i .
D(a:,u) = 5 ijzz:l dij(l’,u)(eqj (39 €; + djiej ® ei), with dﬂ(x,u) = g:;j, 1,] = 1,2,3.
We will use the notation
ef. 1
D(z,w) < a < §(Zdij(x,'w)(ei ®ej)+(ej®e)) <a>. (2.28)

=1

Then we define the some expressions which will appear later involved in suitable norms (when the vectorial
function w satisfies suitable properties (see, e.g., [29])

3
D(z,w) : D(z, ) = Z dij(z,w)d;j(z,p), D(z,w) Z |d;j(z, w)
ij=1 ij=1
ID(z, w(.,1)ll5.0 = Z dij (2, w(. 1)) |I3.0 < 3|| ( 3.0,
1,j=1
ID(, w)l3.0, = Z Idj (z, w)]13 0, < H 2, (2.29)
7,7=1
(D(z,w) <a > b) = (D(z,w) <b> -a)de:f' D(z,w) < a,b>, (2.30)
2 ' w 2
ID(z, w(.,t))] :/o |]D)(x,g(.,r))| dr. (2.31)

10



2.7 Moving boundaries and strong gaps.

Let [A] = Af — As and [B] = By — B, be the discontinuity jumps of some given scalar and vectorial
functions, A and B, over a C! boundary I'*(r). We have

Lemma 4. (Integration by parts: [29], Appendiz A)
Let a C' boundary T'°(r) separating Qr into two subdomains Q1 and Qpr. Then, for any smooth
function n, vanishing at 982, the following integral identity holds true

fo aA 8AS E
/ / f x° 5 —(1=-x)+V-(x Ber(leE)Bf)dxdt:

to
/ / n((As—Af)Di,—i—(Bf—BsyNs) sin ¢ dodt+
0 (r)
/ n(:c,to)(Xg(w,to)(Af(%to)Xa(:v,to) + As(x,t0)(1 — xe(w,to)))dx—
Q
/ n(z,0) (XE(:B,O) (Af(:c, 0)x°(x,to) + As(x, t9)(1 — Xe(w,to)))dac—
Q
to 877
| [ GrHAn: + 4.0 =)+ ((CBy + (1 = x)B.) - Vpda.

Here 0 < tg < T, N° € R3 is the unit normal vector to T'°(r), pointing outward to Qj}-(r), D5, is the
normal velocity of the boundary T¢(r) in the direction of the normal N¢, and ¢ is the angle between the
unit vector 1 of the time azis and the unit normal vector v € R* to T'5., pointing outward to Q;’T, such

that sin ¢ =v - N and cos Y =v - 1.
In particular,

[ L
o Jozoy O

to to 877
/ / 17 As DYy sinv dodt — / / dxdt
0 <(r(t) HC)
to

/ / n Qdmdt =
o Jasw Ot
to to 877

- / / nA; D% sine dodt — / / Ap—dzdt. (2.32)
o Jreee(t) o Jozgy Ot

2.8 A consequence of the Poincaré inequality.

Lemma 5. Let Q C R? be bounded domain with Lipschitz piecewise smooth boundary. Then for any
function w € H}(Q) we have
[wll2.o < MgllVwllz,q,

713

where Mg < oo for a bounded domain Q. In particular, if @ C U Qe and w e Hi(Qk#) k =
k|=1

/ w|2de < 52MQ/ Vuwl?dz
ka,a Qk:,s

/\w|2dm < é? MQ/ |Vw|?dz. (2.33)
Q Q

(k1,ko,k3), € Z, then

and

11



Remark 6. A related result (consequence of the so called Poincaré-Wirtinger inequality: see, e.g., [2])

1
/(|w|Q|/ |w|dz)dx < & MQ/ \Vw|?dz,
Q Q Q

holds true for any w € HY(Q), when Q is as in Lemma 5 .
We also recall one of the simpler embedding results:

Lemma 7. Let Q C R3 with piecewise C* boundary. Then for any function u € H(Q) identically equal
zero on some part of the boundary 02 with positive surface measure, we have the estimate

[ull2,0 < M[[Vull2,0, (2.34)

where the constant M is bounded if, for instance, € is bounded.

2.9 Mollifiers.
Let J(s) 20, J(s) =0 for |s| > 1, J(s) = J(—s), J € C®°(—00,+00), and such that

/ J(|z)dz =1, = € RS,
RS

Definition 8. The operator My, : L%(Q) — C°°(QQ) defined by

Miw)(a) = 55 [ T u)ay, (2.35)

is called a mollifier and the function My (u) is called the mollification of u.
We have:

Lemma 9. Let u € LP(Q) and p > 1. Then

Mh(u)vdx:/uMh(v)dx,

Q Q

M ()llpe < [ullpe, lm [[My,(w) —ull,o =0 (2.36)
For a proof see, e.g., Lemma 2.18 of [2].

2.10 Extension Lemma

It is well-known that extension results are very important in homogenization (see, e.g., the expositions
made in [20], [39], [12], and their many references). For instance, very often some sequence of functions
has different properties in different subdomains, but only such kind of properties of the sequence on a
global domain permits to choose convergent subsequence. Therefore, we must preserve the best properties
of the sequence and apply the extension from the global domain onto the mentioned subsets. Fortunately
all the indicated results apply for our case (for structure with special periodicity) because in each cell of
periodicity Q% we may directly use the method suggested in Chapter 3 of [20].
The following lemma concerns solutions {w$, p;, j = f, s} to the problem B*(r).

Lemma 10. 1) Let {p§} and {p{} be bounded sequences in L*(0,T : L*(Q5(r))) and L*(0,T : L*(Q5(r))),
respectively. Then for all € > 0 there exist the extensions

P =x"05 — ")+ (1= x)@: = %), 115°ll2,00 < IX°PF 2.0 + (1 = X*)DEl2.00r-

12



2) Let {w5} be a bounded sequence in L*(0,T : H'(Q5(r))) N H'(0,T : L*(Q5(r))). Then, for all
e > 0, there exist an extension operator E; : L2(0,T : HI(Q?(T))) NHY(0,T : LQ(Qi(r))) — L2(0,T :
H'(Q)) NH'(0,T : L*(Q)), denoted by Ef(w5) = wy, such that

(iI); - w?)XE =0, (D(.’L’,’&l);) - D(xaw;))xs =0, ’E)f(df,t) =0, z € gss(r)v

ow* ows
€ £\, € f fy. e .
('wf*wf)X =0, (7%*7%))( =05

@520, < Mlwfll2g, r), D@ w5)ll20, < MID(@, wf)l2.0,70);

~ £
w w5

0
IS l0r = (5Dl

3) Let {w} be a bounded sequence in L*(0,T : H'(Q5(r))). Due to condition w$ onT=(r), we set w: =0
at T=(r). Then, for all € > 0, there exist_extension operator w; = Es(w?), Es : L?(0,T : H'(Q5(r))) —
L2(0,T : HY(Q)), such that w: =0 in Q;T, and
(w; —w)(1-x°) =0, (D(@,w;) - D(z,w;))(1-x°) =0,
w;(z,t) =0, ¢ € Qp(r), [0 )0y < M1~ xIwi|)20, 09, (2:37)
where M is independent of €.

Proof. The estimates for p© are obvious. To prove the second statement we note that there are several
options for extensions of w I We chose the extension

w;=x"wji — (1 - x°)w (2.38)

for which B B
Wi (x,t) =0, € Q. p(r), XD(z,wf) =D(z,wf) (2,t) € Yy p(r). (2.39)

Thus, to prove the statement we just take W (x,t) = 0 in Q7. Next we take wS = 0 in Qg 7. It is easy
to see that w_ satisfies all the conditions of the lemma. I

The following lemma was proved in [1] (see also [8]):

Lemma 11. Let {c} be bounded sequence in Wy° (Q5.4(r)). Then for all &€ > O there exist some

extensions ¢, such that
1@ = colla.0n + IV — co)llasar < M. (2.40)

In what follows, we will use also the notation Ps = X°Ps+ (1 —x°)Ps.

Remark 12. Due to the choice of function p°(x), we know that
P¢ <n>= 0,

on the boundary S* U S?. Here m is the exterior unit normal vector to S* and S2.

13



2.11 Two-scale convergent methods.

In the present section we consider 1-periodic in the variable y € Y and functions W(y;x,t), with
(a:, t) € Qr.

Definition 13. The sequence {w®} C L?(Qr), is said to be two — scale convergent to the function

W(z,t,y) € L2(QrxY), which is 1-periodic in the variable y € Y (with the notation w ¢ oy W(x,t;y)),
if for any smooth function o = o(y; «,t), 1-periodic in the variable y, we have

gi_f}(l)//QTwE(w,t)a(:c,t;:S)dxdt —
//QT (/YW(“’at;y)a(w,t;y)dy)dxdt. (2.41)

Note that weak and two — scale convergence are connected by the relation:

if e 2y U(x,t;y) ( two — scale convergence),

then u®(x,t) — / U(y;x,t)dy (weak convergence ).
v

The existence and basic properties of two — scale convergent sequences are proved in the following theorem:

Theorem 14. (Nguetseng’s Theorem) [33]

1. Any bounded in L2(0,T : L2(£2)) sequence {w®} contains some subsequence two — scale convergent
to some function W (y;x,t), W € L2(0,T : L2(2 x Y)), 1-periodic in the variable y.

2. Let sequences {w*} and {eD(z, w*)} be uniformly bounded in L2(0, T : L2(2)). Then, there exists a
function W = W (y; z,t), 1-periodic iny, and the sequence {w*®} such that W, V,W € L(0,T : L?(2x
Y)), and sequences {we} and {eD(z,w*)} (for simplicity we keep the same indices for subsequences)
two — scale convergent in L?(0,T : L2(Q x Y)) to W and D(y, W), respectively.

3. Let sequences {w*®} and {D(x,w*)} be bounded in L2(0,T : L2(2)). Then there are some functions
w(z, t), we Wy (Qr), and W (y; z,t), W € L2(Qp x Y)NW3°(Y), some subsequence from {D(x,w*)}
such that the function W is 1-periodic in y, D(z,w) € L2(Qr), D(y, W) € L2(Qr xY), and the sequence
{D(x,w*®)} is two — scale convergent to the function D(z,w) + D(y, W).

2.12 Two useful compactness criteria.

We start by recalling a well-known definition:

Definition 15. We say that a function c(z,t), ¢ € L2(0,T : L2(2)), possesses a time derivative with

dc
|// 2 duar] < Mu\// Ve Pdadt|}
o, Ot Qr

— € L*(0,T;H 1)), i
ot S ( 4 ( ))7 Zf
for all functions & € HY(0,T : HY(Q)), for some positive constant M, independent of &.

Remark 16. We denote the norm of an element ¢ € L?(0,T;H™*(2)) by ||30||W271.

The following compactness result was proved in [25]:

Lemma 17. Assume the sequences {c°} and {Vc*} be uniformly bounded in L*(Qr), and the sequence

%Ct } be uniformly bounded in L2 (O,T; Hfl(Q)). Then, there exists some subsequence of

{c*} strongly convergent in L2(Qr).

of derivatives {
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The generalization of this lemma for domains with a periodic structure, of characteristic function
T
x°(x) = x(—), was proved in [31] .
€

Lemma 18. Let x°(x) = x(=, E), where x(x,y) is 1 — periodic in y function, and assume the sequences
€

a £
{cf} and {Vce} be uniformly bounded in L2(Q2r), and the sequence {Xsa—i} be uniformly bounded in
L2(0,T; H™1()). Then there exists some subsequence of {c°} that converges strongly in L?(Qr).

In our study, we will use the following extension of the above compactness result for periodic structures
with a special periodicity of the space structure, obtained in Theorem 2.2 and Lemma 2.4 of [30].

Theorem 19. Let the structure function x(r;y) of the pore space be given by formula (2.25), where
r € M,y with

2 1 o
o) = {r € B (@), 0 < r(@t) < 5, —0 < (2,1 < 0,
M H*™ 72 (Qr), 0 5 0 < 5 <0
0<~vy<1, 6=const>0; |r |(2+'Y)\ Moy}, (2.42)

Then any uniformly bounded sequence {¢¢}, in the sense that

e

~ 0.
198 00 + |5l < M.

where M does not depend on e, contains a strongly convergent in L?(Qr) subsequence. In particular, for
almost to € (0,T), the sequence {x°(r(x,to)cc(xto)} converges weakly in L2(Q) to m(z,to)c(x,to), with
m(x,ty) the porosity given by (2.27).

2.13 Weak formulation of the partial differential equations in problem A®
2.13.1 Weak formulation of the structural free boundary condition (2.11).

The structural free boundary condition (2.11), in the case of a slightly compressible fluid can be analyzed
by generalizing the treatment made for the case of an incompressible fluid with a rigid skeleton. In this
way, the study made in Lemma 4.2 of [30] remains valid also in our framework.

Lemma 20. Under conditions
of =¢b, 5 =c¢,

where 0 is a given positive constant, the structural free boundary condition (2.11) can be weakly formulated
by the integral identity

/ [ (= 5 ((Cat) - 60) + V- (@ = ) )dadt =0, (2.43)

which is valid for any smooth function £Z(r,x) = €.(r, =), function , vanishing at t = 0 and at t = tg

), such that a. vanishes outside of some small
)

. is the unit normal to the surface v,(r) = {y €
Y : |y| = r}, outward to the domain Y¢(r). Here x*° denotes the structure of the pore space Q5 .(r*)

which is supposed be given for a function r* € M 1.
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2.13.2 Weak formulation of the dynamic problem A7 .

We assume that pY(z) is given bounded function, p® € C1(Q) and p°(x) = p’ =const for x € S7,j = 1,2.

Definition 21. Let the structure x*° of the pore space Q?T(r*) be given by a function r* € Mo 1), and
ows

let p* = x*= (5 —p°) + (1= x*%) (s —p°), P* = x P+ (1 — x*°)PS, P} = %, D(z, 67;) — (p5—pP")L,

PS = XoD(z, ws) — (p5 — p°)I. We say that functions w5 € wy° (Qpr(rr)), ws € wy° (Qs,0(r)), PF

and p§, define a weak solution to the dynamic problem A® if equations (2.2), (2.4) hold true and we have
the integral identity

to
— / /(Vpo ~)dzdt =
0o Jo

8w‘ef *,& 13
[ [ (esermpte, Bty + 1= x)203(,)-
(o ﬁ(p;-—p°>+-<1—-x*£>Qﬁ-—p0ﬂ0):1D<x~p)dxdt (2.44)

for any arbitrary smooth functions ¢, vanishing at the boundary (Sl U 52) x (0,T) and satisfying the
following conditions on the free boundary T¢(r*)

¢(xo +0) = (o — 0), @ € (1)
p(zo+0) = lim (z), z € QF, ("), e (1),
T—TQ ’

p(xo—0) = lim p(z), € Q5 (r"), ®o € (7). (2.45)

T—TQ

2.13.3 Weak formulation of the diffusion problem Ag, ...

Definition 22. Let the structure x™° of the pore space Q]?’T(r ) be given by a function r* € Mo ). We
say that function ¢ is a weak solution to the diffusion problem Ag,;,, if the following integral identity
holds true

13

Aﬁﬁﬁ@ﬁ@m+§9&“@ww—/x”(®®+B)&”()M+

to €
/ / ﬁ)gf+vg (. Vc®)dadt =0, (2.46)

for any arbitrary smooth function &, vanishing at the boundary (51 U 52) x (0,7T).

Remark 23. In deriving the integral identity (2.46), we used the boundary condition (2.11) on the free
boundary, so that the term containing the integral over this boundary vanishes.

2.13.4 Weak formulation of the dynamic problem B ().

By introduce the antiderivative of the function (p° — p°t) by means of the following function

t

~& € ~c a ~& EXE

7 (x,t) — p't = / % (:I:,T)(pf(a:,r) —po))dr, &ﬂ' (z,t) = X°P§.
0

Definition 24. Let the structure x° of the pore space Q5 7(r) be given by the function r € M r). We

~ 0
say that functions w‘; € Wé’o (Qf’T(r)), D, 8—7; e1? (QT( )) define a weak solution to the dynamic
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problem Bg,, (r) for the fluid component, if the following conditions hold: the continuity equation (2.2)
and the integral identity for the fluid component

ow; 2 0wy, (0 e o). _
0—/ / (Vp° +e T ) - ¢) + 2 D(z, 5 ) (8t(7T P t)H) :D(z, p)dxdt =

t
0 o .
/ / VPt + cws) - 89750) (2, D(z, w5)—
(7 = p°t)I) : D(z, ¢ ))dxdt =15, (2.47)
ot ’
for any test function , vanishing at the boundary S° x (0,T) and satisfying condition (2.45) at the
boundary T¢(r).

Definition 25. Let the structure x© of the pore space Q;,T(r) be given by the function r € My 7). We

say that functions w: € W3° (Qs,r(r), Ps € L*(Qr(r)) define a weak solution to the dynamic problem

Bg,,,(r) for the solid component, if the following conditions hold: the continuity equation (2.4) and the

integral identity

A 0 A (((]— — XE)(VPO . (p) + )\O]D)(x,ﬁ;i) + C?(V . ﬂ}i)]l) : }D)(;y7 (p))d(ﬂdt =0, (248)

for the solid component, for any test function ¢, satisfying conditions (2.45) at the boundary T'¢(r).

Notice that we used the continuity equation (2.4) in the identity (2.48). We recall that according to
the boundary conditions (2.12)
$<n>=0, forxz €S US> (2.49)

2.13.5 Weak formulation of the diffusion problem Bg,, (r).

Definition 26. Let the structure x° of the pore space Q5 7 (r) be given by the function r € M ). We
say that function ¢® is a weak solution to the diffusion problem dejf( r), if the integral identity

[t @ + Dyact -

to
/ / ce + i =) gﬁ + V¢ (. VET)dzdt =0 (2.50)

holds true, for any arbitrary smooth function &, vanishing at the boundary (S1 USQ) x (0,T) and att = 0.

2.14 Formal homogenization of the problem A°.

As in [30], under the conditions of Theorem 14, the formal homogenization H of the problem A® consists
of, i) the Darcy law of filtration

1
wy = _;B(w)(r) < V(r—pot) >, Va-ws =0, (2.51)
1

for the fluid displacements w; and the antiderivative m of the fluid pressure p; in the domain 7, for
some symmetric matrix B(*)(r), ii) the homogenized Lame system

V- ()\Omis) :D(z, ws) + (V- w,)I) = Vpy, in (2.52)

wgs = 0,on the boundary, (2.53)
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for the solid displacements w, and solid pressure ps, for some tensor ‘ﬁgs), and iii) the homogenized

system, describing the diffusion of the acid
0
ot
in the domain Qr. Here, m(r) is the porosity given by (2.27). Moreover, the above differential equations
are completed with the boundary and initial conditions

(m(r)e) = V- (@B (r) < V(c— %) > (2.54)

m(x,t) —p°t =0, x € S*US? 0<t<T, (2.55)
wyn=0 €8 0<t<T, (2.56)

where n is the normal unit vector to the boundary S°,

ws(x,t) =0, €I, 0<t<T (2.57)
()\O]D(a:,ws)—(ps—po)ﬂ) <n>=0, zeStUSt 0<t<T, (2.58)
c(x,t) = (x), z€ STUS? t>0, (2.59)
Oc o
- - 2.
8n(m’t) 0, x € S°, t>0, (2.60)
c(x,0) = P(x), =€ (2.61)

Remark 27. In (2.51), the symmetric matriz B() is given by formula (1.1.27) of [29]. The tensor ‘)’tgs),
in (2.52), is given by formula (1.2.38) of [29]. We also point out that the homogenization process for an
ideal compressible fluid ([15]) in a porous medium, leading to the popular “porous medium equation” was
proposed in [10] and then rigorously proved, under suitable conditions, in [26]. It would be interesting
to study the presence of some global free boundaries, for the homogenized problems, to the light of local
energy methods ([3]), for instance, for some compressible flows in transitory regime, or for the case in
which there is a chemical reaction in the microscopic free boundary, as in [13], [9] and [12].

3 Proof of Theorem 1: existence of the weak solution to problem
B (r)

It will be a consequence of the following two subsections.

3.1 Existence of the weak solution to the dynamic problem Bj, ().

Thanks to the linearity of the problem Biyn(r), it is sufficient to derive some a priori estimates. Here,
we extend the previous studies made for the cases of an incompressible fluid and a rigid solid skeleton
([30]), or an elastic skeleton ([32]).

Lemma 28. Under conditions of Theorem 14 the dynamic problem ]Bzyn(r) has a unique weak solution
such that

~ £
ﬁfwf

£ ~ £
max (0@ (D a0+ IVE L + a0rt

~ €

(L OD(z (.t Dz, e 21 < M. (3.62
s <l D@ 0) oo+ 1D el < M. (362

Oglta<XT (H (1 - Xs('a t)ws ('7 t)) ||2,Q + ||(1 - XE('v t)]D)(J?, @;(7 t)) ”2,9 < M7 (363)

max ([|[x“V-wz (. to)ll2.0+ (1= Xx)V - w7 (., to)20 < M, (3.64)

o<t<T

where M does not depend on €.
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Proof. Let in (2.48) ¢ = (1 — x®)w_. Then, using the continuity equation (2.4), the simplest embedding
theorem (Lemma 7) and the usual Holder’s inequality, we obtain

)\O/Oto/g((l—xg)m(x,@j)2dxdt+/t0/ ((1—X5))C?Q?c|v-ﬂ)j‘2)d$:
/ /Ql— )(Vpo - w;)dzdt] <

(@ =x))®S () Pde+ = [ |Vpol*da <
2/9 5/

S/Q (1= x) (b)) 1D, w3 (- to) | *da + %

8~ =
To estimate the fluid displacements we put in (2.47) ¢ = x° a— Using the continuity equation (2.2),

relation (2.29) and the integration by parts formula we arrive at

to a{bf ) to
/ /nge\ T \dzdtJr/ /xe 1y | D(x
0
/ /X€a| o |2dxdt+/Xs(.,to)esQul\D(x,fvf(.,to))|2dx+
0 Q Q

Q(}C?v/ X t0)|V - w5 (o to)Pde = | | x°(.,t0) (W (-, t0) - Vipo)da| <
Q Q

) -
§/x5(.,t0)\wf( to)|?dr + — /|Vp0|2da:
Q

to
)| dxdt+gfc(}/0 /QXE|V~|17);|2d:Edt:

Next we apply Poincaré inequality (2.33)

Ax%i)l@?(-i)lzdm SMnufl/QXs(-,t)?ulﬂ)(ax@f(-,t))IQdﬂs,

and obtain

/ /Xe\ f\dade—/ /Xe,u1|ID>

JRSEOE M1|D(17,’L~Uf(~7to))| dot | xEIV-ﬁJ?(-,to)Ideé
Q Q

)| dxdt+

5 ow;
5 Qull/QxEEQullD( Id + /IVpOIde

The desired estimates follows from the last inequality for § = Mg '11;. Once we have such an a priori
estimate, the passing to the limit, giving the existence of a weak solution, is standard. The uniqueness
of solutions is also a classical property obtained from the linearity of the problem. I

3.2 Existence of the weak solution to the diffusion problem B, (r).

Again, the key stone is the following a priori estimate, generalizing the ones obtained in ([30]) and ([32]).

Lemma 29. Under conditions of Theorem 14 the diffusion problem thff(r) has a unique weak solution
c¢, such that
(6% = 2,00 + 1V = )z,0, < M|V |20, (3.65)

where M does not depend on €.

19



Proof. To prove it we only need to obtain a priori estimates to the solution of the diffusion problem

By (r), written in the weak form (2.50). To do this we repeat the proof of the Lemma 2.1 in §2, chapter
- b?
ITI [24] with test function & = ¢° — ¢* using the Young inequality |ab| < da? + 5 for any § > 0, the

Holder inequality and integrating by parts, we obtain the chain of inequalities
0= /QX (-, t0) (8 (z, to) — () + %Z + (@) (, to) — " (z))da—
/Oto/xf(.,to)(’éf -+ B—i +c°)%(c -+ + = F — )dzdt+
ao/to/ (c® =) V(e -+ ")) dadt =
/X (- to)((~€(.,t0)—c°)2+(ﬂ—i+c°)(zf(.,to)—CO))dx—

to 65 to
—*/ /X 8t oto) =+ + —) dxdt+ac/ / |V (C° — co)|Pdadt+
F(r(1)

/ / (c® =) - V) dadt =

e (@ em e P )@ t) ~ )+ oo+ 297 dat
1 to - 67 ) o
2/0 /I—‘E(r(.,t))( + oF ) Dy smwdadt-i-ac/ /E(T( ) V(e® - " dxdt+

// (@ — &) - V) dedt >

lto) (@ o) — ) + (D @ to>—c°)+2<c + 202 )
/ﬂx V(e — ) dxdt—l—ozc/ /g t)) — ) - V) dudt >

/XE(.,tO)((EE(.,tO)—c) dxdt+— / & — O)2dwdt—
o (. t>>

e

J
J

Ge / IV 2dadt  (3.66)
2 Ja

which proves the a priori of the statement of this Lemma. I

4 Proof of Theorem 2: homogenization of the problem B®(r).

The homogenization procedure itself is well explained in many publications ([17]-[4], [29], [31]-[12]). For
the dynamic problem the reader can follow the proof of Theorem 1 in chapter I, section 1.3 in [29], and
for diffusion problem-chapter I0 in [29].

Lemma 30. Under the conditions of the Lemma 28 there exist functions wy, ws, p, 7, ¢ and 1-periodic
in the variable y functions Wy (y; x,t), ]D)(y, Wf(y;:n,t)), W(y;x,t), ]D)(y,WS(y;a:J)), I(y; x,t) and
C(y; @, t) such that wy € L2(Qr), ws, m, ¢ € Wy (Qr), Wy, C € L2(0,T;W3(Y)) and W, € L*(Y,).
1) The sequence {H)Jf} converges weakly to the function wy and two-scale to the function W r(y; , t).
2) The sequences {eD(z,w;)} and {eV, - wy)} converge two-scale to the functions D(y, W) and
Vy - Wy respectively.
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3) The sequences {w¢}, converge two-scale and weakly to the function ws € L2(Qr).
4) The sequence {D(x,w;)} converges two-scale to the function D(x,ws) + D(y, W ).
5) The sequence {¢°} converges weakly and two-scale to the function c € W%’O(QT).
6) The sequence {Vcc} converges two-scale to the function Ve+ V,C.

Here W, € L2(Q7) N Wy (Y,), Wy, C, T € L2(Q7) N Wy°(Y).

7) The following a priori estimates hold true

1,0
lwillz.on + lwslSar + W sl xan+
ID (g, Wo)ll2:v, xar + ID(y, W )|l wor < M, (4.67)
1,0 1,0
1€ = co)lIS5 ), + ll(e = co)lISiss < M, (4.68)
or
1w = 2)lzr + s = )l + (7 = 2°D)ll220 + |5 220 < M, (4.69)

where M do not depend on ¢.

The proof is an easy modification of the ones obtained in ([30]) and ([31]), once we have the a priori
estimates (3.62)-(3.65). We only point out that

to oW
€ |\ —LPdwdt < M
ot
0 Q

_ to ow;
hme/ / X°|—=|dzdt = 0.
e—0 0 Q at

¢
m(x,t) = lim 7°(x,t) = lim [ pF(x,7)dr (4.70)
0

e—0 e—0

and
We recall that

denotes an antiderivative of the pressure py.

4.1 Homogenization of the dynamic problem Bflyn(r) for the fluid component.

As usual in homogenization, we need to introduce some auxiliary problems. To derive the continuity
equation for unknown functions W¢(y; ,t) (fluid displacements) and Y (y; 2, t) (the fluid pressure)

T
we consider integral identity (4.79) with arbitrary test functions £ = en(x,t)¢(—), where n(x,t) is an
€

arbitrary function, vanishing at S* U S? and ¢(y) is a 1-periodic in y function. Using relations 1) and 2)
of the Lemma 30 we obtain:

to to
0= lim/ / nox°eV - ﬂ)?dmdt = / / 77/ (QSVy . Wf)dyda:dt. (4.71)
0o Jo o Ja Jyp)

e—0
Due to arbitrary choice of functions 7 and ¢, the last relation implies the continuity equation
Vy Wily;z,t) =0, (y;x,t) € Yr x Qy, (4.72)

and the corresponding boundary condition, together with the normalization condition

(Wf(y; :l!,t) : N) =0, (y; :l?,t) € ’7(7‘) X Qtoa /Y Wf(y; :l:,t)dy =0. (473)
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Moreover, if we take, in (2.47), (1 —x%)e =0and ¢ =0 at t =0 and ¢ = 1 %—f = n(w,t)@b(g), where

ne Wy (Qr), n(x,t) =0 for &€ 8%, 0 <t <T and ¥ € Wi (Ys), suppth C Yy, V-9 = 0, we get

3
Diwmp) = 3 diy (o mp(2))e @ &, diy (2, mp(7)) =

ij=1

(= (15 20) + 5 (r(2) =

N |

G+ 50 + 5@+ )

1 0,
777(
2¢ "M O0y; e dy; €

x 2
= 1D (y, () + S (Vn@w+$ @ V), V- () = (Vn- ).

Op
2
e“D(x, 8t)

Next we consider the functions
Ag(,t) =/Y (V")) - ) = Vy - (1D(y, W) — VIIVT)dy
¥

By(z,t) = (m(z,t) — p°t)) s Pdy (4.74)

and the integral identity

I5(mp) = /0 ' /QXE (((Vpot + ew}) - aa—‘f) + (MIEQD(:U,HJ‘;) — (7 - pot)]I) : D(z, %—f))dmdt.

Lemma 31. Under the conditions of the Theorem 14 the limiting procedure in the equations (2.1) and
(2.2) and the integral identity (2.47) results in the following dynamic problem H(r) for displacements and
pressure of the liquid component consisting of Darcy law of filtration

1
wy = _;W)(T) < V(m —pot) >, (1 —p") + o} (V, - wy) =0, (4.75)
1

for the liquid displacements wy and the antiderivative m of the pressure p in the domain Qrp, completed
with the boundary conditions

m(x,t) —pt =0, € STUS? 0<t<T, (4.76)

wyn=0 €S 0<t<T, (4.77)

where v is a normal vector to the boundary S°. Moreover, the symmetric strictly positive definite matric
B (r) is defined by formula (4.87), i.e.,

3
1 0 ,
B (r) = 5 5 :/ WP e +eow)dy. (4.78)
H1 JYy

i=1,j

Proof. First, we derive the continuity equations for functions py, wy, and we will end our study of W ;.
To do that we consider the integral identity

to
/ / X°(n(7 — p°t) + 504V - w})dadt = 0, (4.79)
0 Q

which is a result of the multiplication of the equation (2.2) by an arbitrary function 7, vanishing at
S1 U 82, integration by parts and passage to the limit, as ¢ — 0.
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One has the chain of equalities

to
0= lim /ans(%s —p°t) + cFo}(V - wh)dwdt =

e—0 Jo
gg%/ / n(@ —p°t) — c5o}) — (w5 - Vn))dadt =
to
/ / (77(7r — pot) — c?g(}(wf' . Vn))dxdt =
to
/ / n((r —p%) + 30}V - wy)dadt —/ / V - (wyn)dzdt =
0

to
/ / (m—p Jrcfgfv wy)dadt — / /SlLJS2 n(w; - e*)dodt = 0,

which implies the identity
to
/0 /Qn((ﬂ — %) + 2o} (V - wy))dadt = 0,
where n is the unit normal to the boundary S' U S' and

to
/ / n(wy - n)dodt = 0.
0 Jso

Last identity obviously proves the continuity equation in (4.75) and the boundary condition (4.77).
To end our study of function W, in accordance with Lemma 30, we get

0 = I9(nyp) = lim 5 () =

fo ~ 0 ~g ~e a
—;igé /Xf ((VpOtJrewf)-afL':)+(M152]D)(x,wf)f(7r —pt)I) : D(x, a—))dmdt
~ lim / / e (V00 +<5) - ) + el @5) - Dy (D)) — (7 —°6) (V- (D)) )t =

_ /to / 77(/ (V@) - ) + (1, D(y, W) : D(y, ¥)dy) + (/ (ypdy)(m — p°t) - Vn)dxdt _
0o Ja Y v,
_ /0'50 /Q (n(/y (V%)) -9) — V- (1 D(y, W) — TDD)dy + (7 — p t)/y by - Vn)dxdt _

to
/ / ((Bf . V?]) - Afn)dl'dt =0. (480)
0o Jao
The last identity in (4.80)
to
/ ((By-Vn) — Agn)dadt =0 (4.81)
Q

means that function 7 € W5*(Q7) and identity (4.74) takes the form of the differential equation

Vy - (1 D(y, Wy) = V,[IVT)) = =V, (7 — p°t) (w0, 1) =
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completed with the continuity equation (4.72), the boundary condition (4.73) and boundary condition
(4.76)
n(x,t) —p’t =0, (x,t) € S'US? (4.83)

which is a consequence of the identity (4.81). To solve the periodic boundary value problem (4.72), (4.73),
(4.82), we use the decomposition

W (y; ,t) 1) (2, W (y) =

”M“’

3
1 oo N
-3 Z WP @e + W gel) < V(r—p') >, (4.84)

where 0
Vy - (MlD(yv W ))) e’

v, W =0, (y(, ) €Yy x Qr, (4.85)
Jy, Wdy =0, (W -N)=0, yer(r), i=123.

The proof of the existence and uniqueness of the solutions results for the problem (4.85) is standard and
follows from the energy estimates

[ WP+ . WP < M. i = 1,23 (4.86)
Yy

which are the result of multiplying equation in (4.85) by W;i) summing over ¢ from 1 to 3 integrating

by parts, and the application of the Poincaré-Wirtinger inequality (see Remark 2). Next, we define the
matrix B (r) as

B (r Z/ )®ej+e ®W(]))d (4.87)
i=1,7 Yy

Then, taking into account (4.84), we obtain

= Z/ W el +el oW dy) < Vy(r —p°t) >=
2#1 Yy

1,7=1

1
- ;B(uﬂ(r) < Va(m—p%) > . (4.88)
1

The matrix ]B%(w)(r) is obviously symmetric and strictly positively defined. I

4.2 Homogenization of the dynamic problem Bj  (r) for the elastic compo-
nent.

Again, we will extend some related previous results obtained in ([30]) and ([32]).

Lemma 32. Under the conditions of the Theorem 14 the limiting procedure in the integral identity (2.48)
results the following dynamic problem H(r) for displacements and pressure, consisting of the homogenized
Lame system

V- (AN : D(, w,) = (ps — po)ll) = Vo, (4.89)
ws(x,t) =0, €I, 0<t<T, (4.90)

24



(Aomés) :D(z,ws) — (ps —po)l) <n>=0, xe STUS, 0<t<T, (4.91)

In (4.91) n is the unit normal vector to S = 08), the symmetric strictly positively definite tensor 9“(%5) 18
given by formula (1.2.38) of [29].

Proof. The continuity equation (4.90) and the corresponding boundary condition
V-W,=0, y€Yy(r), (Ws-N)=0, yer(r), (4.92)

are derived in the same way as the continuity equation (4.72) and boundary condition (4.73) for the fluid
component.

To derive the homogenized Lame equation, we consider the notion of weak solution for the elastic com-
ponent with a test function ¢ = ¢(x,t). The limit, as € — 0, according to Lemma 30, gives us

0 = lim 0/ 17 VP ) + (AoD(z, ws) — (B — p°) : ]D)(:E,(p)))dxdt:

e—=0
/ // Vp° - @) + XoD(x, wy) + XoD(y, W )dy — (ps — p°)1) 1D(x,90)))dwdt-

After the reintegration of the last identity, we obtain

V- o (D(z, ws) + Ao/y D(y, Ws)dy — (ps — p°)I) = Vp°. (4.93)

To calculate the integral / D(y, W)dy , we consider the notion of a weak solution for arbitrary test
Y

functions ¢ = en(x, t)qb(z), such that
€

V,- ¢ =0, D(y.ng) = 1D(y. ) + 5 (Vn @ b+ ¢ Vi)

and pass to the limit as e — 0 (for details, see the proof of Lemma 31):

e=0 Jo

0=tim [ [ (=32 )+ (Dla, ) — (52 ~ 1)) : Dl ) ) da =

lim / (1 =x) (VD" - (n9)) + n(AD(z, w5) — (pS — p°)I) : D(m,qb)))dmdt =

e—0
/ / / /\OID) (y, W) — HSH) + AoD(z,ws — (ps — po)]l) dzdtdy = 0.

The integration of the last identity leads to

Vy (/\O / (]D(y, Ws)dy)dy + AoD(z, ws — (ps — pO)H) =0. (4.94)
Y.

s

The differential equation (4.94) completed with the continuity equation (4.92) and the boundary and
normalization conditions imply that

AW = e,
Vy W =0, (yi(x,t) €Y. x Qr, (4.95)
Jy, Widy =0, W) - N)=0, yer(r), i=1,2,3,

where

D(z,ws) — (ps po)]I) < ng) >

Mw

y,a:t =
i:l
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The well-possedness of the problem (4.95) is proven in the same way as for problem (4.85).
By assumption,

/ D(y, W)dy = Z / dij(W)e; @ e;) + (dj(W)e; @ e;)dy = 0.

Ys Zj 1

Thus

)

/ D(y, W)dy = 0. (4.96)
Y.

s

Finally, we obtain the desired homogenization equation for the elastic component

V- (AoD(z, ws) — (ps — po)I) = V. (4.97)

4.3 Homogenization of the diffusion problem B, (7).
We extend now some related previous results obtained in ([30]) and ([32]) for the diffusion problem.

Lemma 33. Under the conditions of Theorem 14 the limiting procedure in the integral identity (2.50)
results the following homogenized diffusion problem Ha;z¢(r) for the concentration of the acid, consisting
of the partial differential equation

%(m(r)c) =V (aBO>r) < V(- > (4.98)

in the domain Qr, and the boundary and initial conditions

c(x,t) = (x), z€ STUS? t>0, (4.99)
@( t)=0, z€85% t>0 (4.100)
an w7 - ) T ) ) *

c(z,0) = P(x), = Q. (4.101)

As before, the symmetric strictly positively definite matriz B (r) is given by formula

=3

1 , , _ A
(c) — 7 7
B (r) = 2(;(%0 ©el +V,07 e (4.102)
Proof. By definition
to 56 85 .
7) pn + V¢ (. Ve )d:cdt =0 (4.103)

for any arbitrary smooth functions ¢, vanishing at the boundary (S'U S?), at t = 0 and at t = {o.
In accordance with Lemma 30, we get

1) the sequence {¢¢} converges weakly and two-scale to the function ¢ € W3°(Qrp);

2) the sequence {Vc©} converges two-scale to the function Ve + V,C.

Next, taking into account Lemma 30 we pass to the limit as € — 0 and obtain

g —_—
/Q/ 9 5 T VE (Ve+ , V,Cdy))dzdt = 0. (4.104)
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To calculate the integral V,Cdy , we will again consider the first integral identity of this proof, with
Yy
T
test functions &(y;x,t) = en(x,t)d(—), take the limit as € — 0 and get the identity
€

/Q/O 0 (n(=,t) . Vyo(y) - (Vae+ V,Cdy))dadt =0,

which leads to the differential equation
Vy - (Vec+V,C)=0, yecYy, (4.105)

and the boundary condition
(Vee+V,C)-n) =0, y e dYy, (4.106)
where n is the unit normal vector to the boundary 0Y}. To solve the last equation, we use the decom-
position
° oc
Cly;z,t) = ZC’(y)%(a:,t), (4.107)

i=1
in a similar way as in the proof of Lemma 32.

As a consequence of the maximum principle and the regularity theory for linear diffusion equations
(see Theorem 10.1, Chapter IV of [24], and the technique of proof used in [6]), we have:

Corollary 34. Let cg € H>T%(Q) and p° € H'**(Q). Then the homogenized problem H(r) has a unique
classical solution. In particular ¢ € H2+O"2+TQ(QT).

4.4 Homogenization of the structural free boundary condition (2.11).

This time, we can use Lemma 4.2 of [30] since no important modification is needed to prove the following
result:

Lemma 35. Let T € Mo 1) and
af =¢b, B =¢, (4.108)

where 0 is a given positive constant. Then the velocity of the homogenized free boundary dn(x,t), with
respect to its unit normal vector n, is given by the homogenization of the boundary condition (2.11), and
it satisfies

dp(x,t) := %(az,t) =0c(z,t), (4.109)

with r(x,0) = ro(x).

5 Proof of Theorem 3: the existence of a fixed point for the
operator F(r)

As mentioned in Section 2, given T" > 0, and the structure of pore space, we define the operator

F: m(O,T) — m(07T)
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by the expression
t
F(r)(x,t) = ro(x) — 9/ c(x, 7)dT,
0

for v € Mo, 7y. This function F(r) determines (by (2.25) a new structure of the pore space. An easy
modification of Lemma 4.3 of [30] allows to see that I is well defined (in the sense that F(9 7)) C

Mo,1))-
From Lemma 35 and Corollary 34 we get, from estimate (4.109), that if 77 € (0, 7] then

24y, HY 2y, 242
F(r1) = F(ra)legr " %) S TiMefry — ol "2 (5.110)
where M, > 0 is given by
24y

G < M.

Then, if
M.
Tl < min {27Mc7oo} s

with

0 <e(x,t) < M oo,

from (5.110) we deduce that F = F(r) is Lipschitz continuous. Then, from the well-known Banach
Theorem, we get the existence and uniqueness of a fixed point element r* € 9y 1) and the conclusion of
Theorem 3 holds on the time interval [0, T1]. If we repeat the analysis but now replacing Q7 by Q1 1)
and Mo 7y by

24y — 1 or
SJ?(TMT) = {T € H2t 2 (Q(TI,T)>7 0 < rl(a:,t) < > —0 < a—tl(w,t) < 0,
m
0<v<1, 6=const>0; |ralit " =) < Mo}, (5.111)

with 7 (2, t) := max {0,7*(x,T1) — r(x,t)}, if t € [T1,T], we obtain, again, a fixed point element r; €
M1, 7). We iterate this process and it ends only in a time 7% > 0 if the last fixed point r*(x,T™)
vanishes (this represents the case in which the fluid fills the spatial domain ). This completes the proof
of Theorem 3.

Remark 36. We will end this paper by pointing out an open problem (in the spirit of the suggestions
made in Remark 27). The pore structure function r*(x,t) is solution of the non-local double obstacle

problem
{ F(r*) =r*

0<r*(x,t) < 3.

For any fized t € (0,T] the spatial “extinction set at time t”
QL (t) := {x € such that 0 = r*(x,t)},

has an important meaning in mining applications. Location estimates (in terms of the initial and boundary
conditions and constitutive parameters), the reqularity of its boundary (a global free boundary), and its
geometric properties are unknown at the time of writing this paper. Intuitively, the solid-phase rare
earths (the resource contained in the ore) are expected to disappear first near the injection wells, in
contrast to the production wells. The depletion of rare earths occurs along a reaction front that propagates
from the injectors toward the producers. Behind this front (near the injectors), the solid-phase rare
earths have already been leached and therefore disappear at early times. Ahead of the front (toward
the producers), rare earths remain untouched until a breakthrough. This behavior is characteristic of
advection-dominated reactive transport with a moving leaching front. The open problem consists of finding
a rigorous mathematical proof of these intuitive observations
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