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Resumen: Las redes neuronales [4] son algoritmos de inteligencia artificial y aprendizaje au-
tomático que intentan reproducir el procesamiento de información del cerebro humano a través
de nodos o neuronas dispuestas en capas, e interconectadas. Entrenadas con una gran cantidad de
datos, su utilidad es cada d́ıa mayor para identificar patrones, clasificar grandes cantidades de datos
y hacer predicciones futuras, en campos como el reconocimiento de imágenes o el procesamiento de
lenguaje natural.

Recientemente, ha emergido una ĺınea aplicada en la geometŕıa algebraica que estudia redes neu-
ronales modeladas como representaciones de un quiver, donde los nodos de la red son los vértices
del quiver y las conexiones sus aristas, y los datos que se ponen sobre ella son espacios vectoriales y
aplicaciones lineales. Redes neuronales de gran arquitectura y gran dimensión en cada espacio vec-
torial pueden entonces verse como puntos en un espacio de móduli de representaciones. Este móduli
fue estudiado de forma pionera por [5] y posteriormente ha sido usado en múltiples aplicaciones
de varios campos [6, 7]. Un mejor conocimiento de las propiedades geométricas de este espacio de
móduli puede arrojar luz en el entendimiento de la información que proporcione el entrenamiento
de una red neuronal y, por tanto, en la precisión y validez de sus predicciones.

En este TFM se propone estudiar el estado del arte de esta cuestión [1, 2, 3] e intentar abordar,
en la medida de lo posible, las siguientes cuestiones:

(a) Entender cómo el cálculo de la dimensión de un quiver moduli puede dar información sobre
el tamaño del output de una red neuronal.

(b) Entender cómo el cálculo de las componentes conexas de un quiver moduli puede dar infor-
mación sobre la naturaleza del output de una red neuronal.

(c) Estudiar si es posible adaptar el estudio de una red neuronal con funciones de activación
ReLU (lineal a trozos) a otras no lineales como sigmoides.

(d) Investigar el papel que las condiciones de estabilidad en la construcción de espacios de móduli
de representaciones de un quiver puedan verse reflejadas en una red neuronal.

(e) Aplicar estos conceptos a bases de datos reales [8, 9] para intentar establecer patrones (di-
mensión, componentes conexas).
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