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Resumen: Un método de agrupamiento (o clustering) es un algoritmo que
toma un espacio finito X dotado de una distancia (tipicamente un espacio
métrico finito)y da como salida una particién de X. Kleinberg propuso una
aproximacién axiomatica al agrupamiento definiendo unas pocas propiedades
basicas que una funcién de agrupamiento debia satisfacer. Entonces, probdé
que ninguna funcién de agrupamiento podia satisfacer esas condiciones
simultdneamente. Esto no implica la imposibilidad de definir un algoritmo
de agrupamiento consistente. El resultado de imposibilidad de Kleinberg
solo se cumple cuando el Unico input en el algoritmo son el espacio y el
conjunto de distancias. Se puede evitar incluyendo como parte del input,
por ejemplo, el numero de conjuntos (o clusters) que se desea obtener.

G. Carlsson y F. Mémoli, estudian el problema analogo para algoritmos de
agrupamiento que producen como salida descomposiciones jerarquicas
(hierarchical clustering o HC) del espacio en lugar de particiones del
mismo. Los métodos de agrupamiento jerarquico también toman como input un
espacio métrico finito pero la salida es una familia jerarquica de
particiones de X. Dar una descomposicién jeradrquica es equivalente a
dotar al espacio de una ultramétrica o, lo que es lo mismo, generar un
arbol en el que los puntos del espacio se corresponden con los finales
del arbol y el proceso de ramificacién representa la familia jerarquica
de particiones. Estos autores se aproximan al problema procurando una
base tedérica al estudio del clustering jerarquico (HC). En el espiritu
del trabajo de Kleinbert, definen una serie de condiciones razonables que
un HC deberia satisfacer y prueban que el UGnico algoritmo que satisface
tres condiciones elementales es el agrupamiento jerarquico por
encadenamiento singular o single linkage hierarchical clustering, SL HC.

En este trabajo vamos a repasar algunas de las estrategias para definir
algoritmos de clustering jerarquico y analizar algunas de sus principales
propiedades.
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