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#### Abstract

We prove the approximate controllability of several nonlinear parabolic boundary value problems by means of two different methods: the first one can be called a Cancelation method and the second one uses the Kakutani fixed point theorem.
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## 1 Introduction.

In this paper we study the approximate controllability of several semilinear parabolic boundary value problems for which the nonlinear term appears either in the second order parabolic equation or in the flux boundary condition. We also distinguish the case in which the control function acts on the interior of the set $Q:=\Omega \times(0, T)$ from the one in which the control acts on the boundary $\Sigma:=\partial \Omega \times(0, T)$ (or on a subset $\mathcal{O}$ of $\Sigma)$. Most of our results will concern the control of problems with final observation i.e. our goal is to prove that the set $\{y(T, \cdot ; v)\}$ generated by the values of solutions at time $T$ is dense in $L^{2}(\Omega)$ as $v$ runs through the set of controls. However we also consider a control problem with a boundary observation. In this case we shall prove that if $\Sigma_{1} \subset \Sigma$ then the set $\left\{\left.y(\cdot, \cdot ; v\}\right|_{\Sigma_{1}}\right\}$ generated by the traces of solutions on $\Sigma_{1}$ is a dense subset of $L^{2}\left(\Sigma_{1}\right)$ as $v$ runs through the set of controls.

This paper grew out of the unpublished thesis of one of the authors (Henry [16]) at the University of Paris VI. His results were pioneering in the study of the approximate controllability for semilinear parabolic problems. For instance, to the best of our knowledge, the technique of applying the Kakutani fixed point theorem after a linearization argument, since widely used in works on controllability of nonlinear problems (see e.g. Zuazua [23], Fabre-Puel-Zuazua [13], [14], Díaz [6], Díaz-Ramos [11], [12], etc...), first appeared in Henry [16].

This paper is organised according to the method of proof. Section 2 is devoted to the illustration of the so called Cancelation Method: the nonlinear control problem is solved as a perturbation of a linear control problem cancelling the nonlinear term. This method is applied to the study of the approximate controllability of two semilinear parabolic boundary value problems (see problems $\left(\mathcal{P}_{D}\right)$ and $\left(\mathcal{P}_{N}\right)$ bellow). In the first problem we have a sign constraint on the control.

Section 3 contains the treatment of two different control problems (see ( $\mathcal{P}_{1}$ ) and $\left(\mathcal{P}_{2}\right)$ below) via the application of the Kakutani fixed point theorem. As indicated above, this general idea was already used in Henry [16]. However, in order to obtain sharper conditions on the nonlinear terms, we shall use also some more recent arguments introduced (for other boundary value problems) in Lions [18] and Fabre-Puel-Zuazua [13]. This section contains some improvements of the results by Henry [16]. In particular we state and prove all the results of this section under a unique condition on the behaviour at infinity of the nonlinear
terms $f(y)$ : we shall asume that $f: \mathbb{R} \rightarrow \mathbb{R}$ is sublinear at infinity i.e. there exists some nonnegative constants $a, b$ and $M$ such that

$$
\begin{equation*}
|f(s)| \leq a+b|s| \quad \text { for any } s \in \mathbb{R},|s|>M . \tag{1.1}
\end{equation*}
$$

For the case $f(s)=|s|^{p-1} s$, the optimality of condition (1.1) (i.e. noncontrollability for $p>1$ ) was already proved in Henry [16] (counterexample due to A. Bamberger) for the case of one-dimensional flux control superlinear problems by using an energy method. Later, the optimality (again for the case $f(s)=|s|^{p-1} s$ ) was obtained by showing the existence of some obstruction functions and, in fact, the approximate controllability for a suitable subclass of desired states may be demonstrated (see Díaz [9]).

## 2 On the cancelation method.

The main goal of this section is to present some results related to the $L^{p_{-}}$ approximate controllabiliy of the Dirichlet semilinear problem

$$
\left(\mathcal{P}_{D}\right) \begin{cases}y_{t}-\Delta y+f(y)=v & \text { in } Q=\Omega \times(0, T), \\ y=0 & \text { on } \Sigma=\partial \Omega \times(0, T), \\ y(0)=y_{0} & \text { on } \Omega,\end{cases}
$$

and the nonlinear Neumann type problem

$$
\left(\mathcal{P}_{N}\right) \begin{cases}y_{t}-\Delta y=0 & \text { in } Q \\ \frac{\partial y}{\partial \nu}+f(y)=v & \text { on } \Sigma, \\ y(0)=y_{0} & \text { on } \Omega,\end{cases}
$$

where $\Omega$ is a bounded subset of $\mathbb{R}^{n}$ such that $\partial \Omega$ is a ( $n-1$ ) dimensional infinitely differentiable manifold and $\Omega$ is locally on only one side of $\partial \Omega, T>0, Q=$ $\Omega \times(0, T), f$ is a continuous real valued function, $y_{0} \in L^{2}(\Omega), \nu$ is the outer unit normal vector to $\partial \Omega$ and in both cases $v$ represents the control.

For problem $\left(\mathcal{P}_{D}\right)$ we shall show a stronger property than the usual approximate controllability: for suitable desired states we can control the problem by using merely nonnegative controls. In both cases we prove $L^{p}$-approximate controllability for any $p$ such that $1<p<\infty$.

Our treatement of problems $\left(\mathcal{P}_{D}\right)$ and $\left(\mathcal{P}_{N}\right)$ relies on the same general programme: we first establish the conclusion for the linear associated problem and as
a second step, we prove the result for the nonlinear case by means of a cancelation technique already introduced in Henry [16]. This technique consists in modifying the control associated to the linear case by means of a perturbation which cancels the nonlinearity appearing in the equation or in the boundary condition.

### 2.1 Internal nonnegative controls.

In spite of the extensive literature on the approximate controllability of nonlinear parabolic problems (see e.g. the list of references of the survey Díaz [7]) the study of the approximate controllability property under a nonnegativity constraint on the controls seems to have been unexplored before the work Díaz [6] dealing with the parabolic obstacle problem.

We point out that, in constrast to the case of unconstrained control problems (see e.g. Henry [16] and Díaz-Fursikov [10]) the constraint on the controls introduces some important difficulties, even if the control $v$ acts on the whole domain $Q$.

We start by considering the linear case, which we shall use in the proof of the result for the nonlinear case. In the rest of this paper we shall always assume $1<p<\infty$ (the limit cases $p=1$ and $p=\infty$ can be treated also with some technical modifications). Given a measurable set $\mathcal{M}$ of $\mathbb{R}^{d}(d \geq 1)$ we define the set $L_{+}^{p}(\mathcal{M})=\left\{g \in L^{p}(\mathcal{M}): g \geq 0\right\}$.

Theorem 1 Let $h \in L^{p}(Q), Y_{0} \in L^{p}(\Omega)$ and $a \in L^{\infty}(Q)$. We denote by $Y(\cdot ; v)$ the solution of

$$
\left(\mathcal{L P}_{D}\right) \begin{cases}Y_{t}-\Delta Y+a Y=h+v & \text { in } Q \\ Y=0 & \text { on } \Sigma \\ Y(0)=Y_{0} & \text { on } \Omega\end{cases}
$$

Then, if $\mathcal{U}$ is a dense subset of $L_{+}^{p}(Q)$, the set $F:=\{Y(T ; v) ; v \in \mathcal{U}\}$ is dense in $Y(T ; 0)+L_{+}^{p}(\Omega)$.

Proof. By linearity we can assume $Y_{0} \equiv 0$ and $h \equiv 0$. Suppose that there exists $y_{d} \in L_{+}^{p}(\Omega)$ such that $y_{d} \notin \bar{F}$ (notice that $\bar{F}$ is a closed and convex set). Then, by the Hahn-Banach theorem (in its geometrical form), we can separate $y_{d}$ from $\bar{F}$, i.e. there exists $\alpha \in \mathbb{R}$ and $g \in L^{p^{\prime}}(\Omega)$ (with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ ) such that

$$
\int_{\Omega} Y(T ; v) g d x<\alpha<\int_{\Omega} y_{d} g d x \quad \text { for all } v \in \mathcal{U}
$$

Further, if $v \in L_{+}^{p}(Q)$ and $\lambda \in \mathbb{R}_{+}$, then by linearity, $Y(T, \lambda v)=\lambda Y(T, v) \in \bar{F}$ and so

$$
\begin{equation*}
\int_{\Omega} Y(T ; v) g d x \leq 0<\alpha<\int_{\Omega} y_{d} g d x \quad \text { for all } v \in \mathcal{U} \tag{2.1}
\end{equation*}
$$

Now, let $q \in \mathcal{C}\left([0, T]: L^{p^{\prime}}(\Omega)\right)$ be the solution of the auxiliary backward problem

$$
\begin{cases}-q_{t}-\Delta q+a q=0 & \text { in } Q  \tag{2.2}\\ q=0 & \text { on } \Sigma \\ q(T)=g & \text { on } \Omega\end{cases}
$$

Multiplying (2.2) by $Y(v)$, with $v \in \mathcal{U}$ arbitrary, we obtain

$$
0 \geq \int_{\Omega} g(x) Y(T, x ; v) d x=\int_{Q} q v d x d t \quad \forall v \in \mathcal{U}
$$

Then, $q \leq 0$ in $Q$. In particular $g \leq 0$, which is a contradiction to (2.1).
Now, we are ready to consider the nonlinear problem $\left(\mathcal{P}_{D}\right)$. For simplicity we shall assume that

$$
\begin{equation*}
f \text { is a nondecreasing continuous real function } \tag{2.3}
\end{equation*}
$$

and that

$$
\begin{equation*}
y_{0} \in L^{\infty}(\Omega) \tag{2.4}
\end{equation*}
$$

Theorem 2 Assume (2.3) and (2.4). If $\mathcal{U}$ is a dense subset of $L_{+}^{p}(Q)$ then the set $F=\left\{y(T ; v)\right.$ solution of $\left.\left(\mathcal{P}_{D}\right) ; v \in \mathcal{U}\right\}$ is dense in $y(T ; 0)+L_{+}^{p}(\Omega)$.

Proof. As $y_{0} \in L^{\infty}(\Omega)$, by the maximum principle $y(\cdot ; 0) \in L^{\infty}(Q)$ and $h(\cdot):=$ $-f(y(\cdot ; 0)) \in L^{\infty}(Q)$. Then, theorem 1, with $h=-f(y(\cdot ; 0))$, implies that there exists $w_{\varepsilon} \in L_{+}^{\infty}(Q)$ such that

$$
\left\|Y\left(T ; w_{\varepsilon}\right)-y_{d}\right\|_{L^{p}(\Omega)}<\varepsilon,
$$

with $y_{d} \in y(T ; 0)+L_{+}^{p}(\Omega)$. Further, again by means of the maximum principle, $f\left(Y\left(w_{\varepsilon}\right)\right) \in L^{p}(Q)$. Now, given $\delta>0$, let $\tilde{y}$ be the unique solution of the auxiliary problem

$$
\left(\mathcal{P}_{D}^{*}\right)\left\{\begin{array}{l}
\tilde{y}_{t}-\Delta \tilde{y}+f\left(\tilde{y}+Y\left(w_{\varepsilon}\right)\right)=f\left(Y\left(w_{\varepsilon}\right)\right)+\delta \quad \text { in } Q \\
\tilde{y}=0 \quad \text { on } \Sigma \\
\tilde{y}(0)=0 \quad \text { on } \Omega .
\end{array}\right.
$$

Then, if we define $y=\tilde{y}+Y\left(w_{\varepsilon}\right)$, we easily check that $y$ is the solution of $\left(\mathcal{P}_{D}\right)$ with

$$
v_{\varepsilon}=w_{\varepsilon}+f\left(Y\left(w_{\varepsilon}\right)\right)-f(y(\cdot ; 0))+\delta \in L^{p}(Q) .
$$

Moreover, $v_{\varepsilon} \geq 0$ since $f$ is nondecreasing and $Y\left(\cdot ; w_{\varepsilon}\right) \geq Y(\cdot ; 0)=y(\cdot ; 0)$. Using the density of $\mathcal{U}$ and the continuous dependence on the data in problem $\left(\mathcal{P}_{D}^{*}\right)$, we can choose $v \in \mathcal{U}$ such that $\left\|v-v_{\varepsilon}\right\|_{L^{p}(Q)} \leq \varepsilon$. Finally applying Hölder's and Young's inequalities, we conclude (for $\delta>0$ small enough) that

$$
\|\tilde{y}(T)\|_{L^{p}(\Omega)} \leq C_{1} \varepsilon
$$

and so

$$
\left\|y(T ; v)-y_{d}\right\|_{L^{p}(\Omega)} \leq C_{2} \varepsilon .
$$

Remark 3 In the above theorem we can replace $f$ by a general maximal monotone graph $\beta$ of $\mathbb{R}^{2}$. The proof of existence of a solution in this case can be found, for instance, in Benilan [4] and theorem 2 remains true if we assume $\beta_{+}(r)<+\infty$ for all $r \in D(\beta)$, where

$$
\beta_{+}(r):=\sup \{b \in \mathbb{R}: \quad b \in \beta(r)\} .
$$

This assumption holds in many cases: i) the case of $D(\beta)=\mathbb{R}$ (as, for instance, when $\beta$ is a continuous nondecreasing function or the Heaviside graph); ii) the condition is also satisfied in some cases for which $D(\beta) \neq \mathbb{R}$ such as, for instance,

$$
\beta(r)=\left\{\begin{array}{cl}
\emptyset & \text { if } r<0 \\
(-\infty, 0] & \text { if } r=0 \\
0 & \text { if } r>0
\end{array}\right.
$$

Remark 4 It is easy to see that theorem 1 with the decomposition $Y=Y_{+}-Y_{-}$ implies the $L^{p}$-approximate controllability for the unconstrained linear problem. For the unconstrained nonlinear case the $L^{p}$-approximate controllability follows from obvious modifications of theorem 2. The same property is also proved in Henry [16] without assumption (2.3), but with some additional condition on the behaviour of $f$ at infinity.

### 2.2 Neumann type boundary controls.

In this section, we study problem $\left(\mathcal{P}_{N}\right)$. The cancelation technique can be applied in order to prove the $L^{p}$-approximate controllability (under unconstrained controls).

Theorem 5 Assume (2.3), (2.4). For $v \in L^{p}(\Sigma)$ we denote by $y(v)$ the unique solution of

$$
\left(\mathcal{P}_{N}\right) \begin{cases}y_{t}-\Delta y=0 & \text { in } Q \\ \frac{\partial y}{\partial \nu}+f(y)=v & \text { on } \Sigma \\ y(0)=y_{0} & \text { on } \Omega\end{cases}
$$

Then, if $\mathcal{U}$ is dense in $L^{p}(\Sigma)$, the set $F=\{y(T ; v) ; v \in \mathcal{U}\}$ is dense in $L^{p}(\Omega)$.
Proof: For $y_{d} \in L^{p}(\Omega)$ and $\varepsilon>0$ fixed, we use the decomposition $y=\tilde{y}_{\varepsilon}+Y$ with $Y$ the solution of the associated linear problem

$$
\left(\mathcal{L P}_{N}\right) \begin{cases}Y_{t}-\Delta Y=0 & \text { in } Q \\ \frac{\partial Y}{\partial \nu}=-f(y(\cdot ; 0))+v_{\varepsilon} & \text { on } \Sigma \\ Y(0)=y_{0} & \text { on } \Omega\end{cases}
$$

for a suitable $v_{\varepsilon}$ such that $\left\|y\left(T ; v_{\varepsilon}\right)-y_{d}\right\|_{L^{p}(\Omega)}<\varepsilon$ (we can prove the existence of $v_{\varepsilon}$ again by means of the Hahn-Banach theorem; see Lions [17]). For $\delta>0$ let $\tilde{y}$ be the solution of the nonlinear problem

$$
\left(\mathcal{P}_{N}^{*}\right) \begin{cases}\tilde{y}_{t}-\Delta \tilde{y}=0 & \text { in } Q \\ \frac{\partial \tilde{y}}{\partial \nu}+f\left(\tilde{y}+Y\left(v_{\varepsilon}\right)\right)=f\left(Y\left(v_{\varepsilon}\right)\right)+\delta & \text { on } \Sigma \\ \tilde{y}(0)=0 & \text { on } \Omega .\end{cases}
$$

Then, by $L^{p}$ a priori estimates, it is easy to see that if $\delta>0$ is small enough, there exists $C>0$ such that

$$
\|\tilde{y}(T)\|_{L^{p}(\Omega)} \leq C \varepsilon
$$

Then using the triangle inequality we obtain the desired result.

## 3 Approximate Controllability via the Kakutani fixed point theorem: case of flux boundary controls.

This section is devoted to proving some controllability results for nonlinear parabolic problems by means of a different method. The key idea is the application of a fixed point argument for a (possibly) multivalued operator (the Kakutani fixed point theorem). We shall consider two different control problems

$$
\left(\mathcal{P}_{1}\right) \begin{cases}y_{t}-\Delta y+f(y)+a(x, t) \beta(y) \ni h & \text { in } Q \\ \frac{\partial y}{\partial \nu}=v \chi_{\mathcal{O}} & \text { on } \Sigma \\ y(x, 0)=y_{0}(x) & \text { on } \Omega\end{cases}
$$

and

$$
\left(\mathcal{P}_{2}\right) \begin{cases}y_{t}-\Delta y+a(x, t) \beta(y) \ni h & \text { in } Q \\ \frac{\partial y}{\partial \nu}+f(y)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y}{\partial \nu}=v & \text { on } \Sigma_{2} \\ y(x, 0)=y_{0}(x) & \text { on } \Omega,\end{cases}
$$

where $\mathcal{O} \subset \Sigma$ and $\nu$ is the outward normal vector to $\partial \Omega$. The controllability will be considered under different criteria: observation in time $T$ for $\left(\mathcal{P}_{1}\right)$ (section 3.1) and observation on $\Sigma_{1}$ for $\left(\mathcal{P}_{2}\right)$ (section 3.2). Our method will combine some ideas introduced in Henry [16], Lions [18] and Fabre-Puel-Zuazua [13].

We point out that the controllability results are independent of the uniqueness of the solution for a fixed control: so, for instance, if $a(x, t)<0$ and $\beta$ is multivalued there is lack of uniqueness of solutions (see Díaz [8]).

### 3.1 Observation in time $T$.

Let $\mathcal{O}$ be a nonempty open subset of $\Sigma=\partial \Omega \times(0, T)$. Let $a \in L^{\infty}(Q)$, and consider $h \in L^{2}(Q)$, $y_{0} \in L^{2}(\Omega)$. We define

$$
X^{1}(Q)=\left\{\varphi: \varphi \in H^{1,2}(Q), \frac{\partial \varphi}{\partial \nu}=0, \varphi(\cdot, T) \equiv 0\right\} .
$$

Here and in what follows we shall use the notation

$$
H^{r, s}(Q)=L^{2}\left(0, T ; H^{s}(\Omega)\right) \cap H^{r}\left(0, T ; L^{2}(\Omega)\right)
$$

for $r, s \in \mathbb{R}$.
Following Lions-Magenes [19] we define the notion of weak solution in the following manner

Definition 6 function $y \in L^{2}(Q)$ is a solution of problem $\left(\mathcal{P}_{1}\right)$ if there exists $b \in L^{2}(Q)$ with $b \in \beta(y)$ such that

$$
\begin{aligned}
& \left(y,-\varphi_{t}-\Delta \varphi\right)_{L^{2}(Q)}=(h-f(y)-a(x, t) b, \varphi)_{L^{2}(Q)} \\
& +\left(v \chi_{\mathcal{O}}, \varphi\right)_{L^{2}(\Sigma)}+\left(y_{0}, \varphi(\cdot, 0)\right)_{L^{2}(\Omega)} \forall \varphi \in X^{1}(Q) .
\end{aligned}
$$

Theorem 7 Let $f$ be a real valued function satisfying the following two conditions $f(\cdot)$ is continuous and there exists $f^{\prime}\left(s_{0}\right)$ for some $s_{0} \in \mathbb{R}$,
(3.2) $\left\{\begin{array}{l}\text { there exists } M>0, c_{1}>0, \text { and } c_{2}>0 \text { such that }|f(s)| \leq c_{1}+c_{2}|s|, \\ \text { for }|s|>M .\end{array}\right.$

Assume also that $\beta$ is a bounded maximal monotone graph of $\mathbb{R}^{2}$ such that $D(\beta)=$ $\mathbb{R}$. Then the set $F:=\left\{y(T ; v): y(T ; v)\right.$ is a solution of $\left(\mathcal{P}_{1}\right)$ with $\left.v \in L^{\infty}(\mathcal{O})\right\}$ is dense in $X=L^{2}(\Omega)$.

Before beginning the proof of theorem 7 we shall recall some results.
Proposition 8 Let $a=a(t, x) \in L^{\infty}(Q)$. There exists a constant $C>0$ such that for each $k \in L^{2}(\Sigma), h \in L^{2}(Q)$ and $\omega^{0} \in L^{2}(\Omega)$, the solution $\omega$ of

$$
\begin{cases}\omega_{t}-\Delta \omega+a(t, x) \omega=h & \text { in } Q  \tag{3.3}\\ \frac{\partial \omega}{\partial \nu}=k & \text { on } \Sigma \\ \omega(0)=\omega^{0} & \text { on } \Omega\end{cases}
$$

satisfies

$$
\begin{equation*}
\|\omega\|_{H^{1 / 2,1}(Q)} \leq C_{a}\left(\left\|\omega^{0}\right\|_{L^{2}(\Omega)}+\|h\|_{L^{2}(Q)}+\|k\|_{L^{2}(\Sigma)}\right) . \tag{3.4}
\end{equation*}
$$

Further, if $\left\{a_{n}\right\} \subset L^{\infty}(Q)$ with $\sup _{n \in \mathbb{N}}\left\{\left\|a_{n}\right\|_{L^{\infty}(Q)}\right\}<\infty$, then we can choose $C_{a_{n}}=C$ independent of $n$.

The proof is given in two steps.
Lemma 9 The conclusion of proposition 8 is true if $\omega^{0} \equiv 0$ and $k \equiv 0$.

Proof of lemma 9. By density we can choose a sequence $a^{n} \in \mathcal{C}^{\infty}(\bar{Q})$ such that $a^{n} \rightarrow a$ in $L^{2}(Q)$ and $\left\{a^{n}\right\}$ is uniformly bounded in the topology of $L^{\infty}(Q)$. Then, if we denote by $\omega^{n}$ the solution of

$$
\begin{cases}\omega_{t}^{n}-\Delta \omega^{n}+a^{n}(x, t) \omega^{n}=h & \text { in } Q \\ \frac{\partial \omega^{n}}{\partial \nu}=0 & \text { on } \Sigma \\ \omega^{n}(0)=0 & \text { on } \Omega\end{cases}
$$

by well known results (see, for instance, section 6.1 of Chapter 4 of Lions-Magenes [19]), $\omega^{n} \in H^{1,2}(Q)$ and

$$
\left\|\omega^{n}\right\|_{H^{1,2}(Q)} \leq C\left(\|h\|_{L^{2}(Q)}+\left\|\omega^{n}\right\|_{L^{2}(Q)}\right)
$$

with $C$ independent of $n$. Further, by "multiplying" in the above problem by $\omega^{n}$ and by using Young's inequality it is easy to deduce that

$$
\left\|\omega^{n}\right\|_{L^{2}(Q)} \leq C^{\prime}\|h\|_{L^{2}(Q)}
$$

with $C^{\prime}$ independent of $n$. So, if $\omega$ is the limit of $\omega^{n}$ in the weak topology of $H^{1,2}(Q)$, by means of definition 6 we can pass to the limit in the problem and deduce that $\omega$ is the unique solution of the problem

$$
\begin{cases}\omega_{t}-\Delta \omega+a(x, t) \omega=h & \text { in } Q \\ \frac{\partial \omega}{\partial \nu}=0 & \text { on } \Sigma \\ \omega(0)=0 & \text { on } \Omega\end{cases}
$$

and that it satisfies

$$
\|\omega\|_{H^{1,2}(Q)} \leq C^{\prime \prime}\|h\|_{L^{2}(Q)}
$$

with $C^{\prime \prime}$ independent of $n$.
Proof of proposition 8. We write $\omega=u+z$, where $u$ satisfies

$$
\begin{cases}u_{t}-\Delta u=h & \text { in } Q \\ \frac{\partial u}{\partial \nu}=k & \text { on } \Sigma \\ u(0)=\omega_{0} & \text { on } \Omega\end{cases}
$$

and $z$ is the solution of

$$
\begin{cases}z_{t}-\Delta z+a z=-a u & \text { in } Q  \tag{3.5}\\ \frac{\partial z}{\partial \nu}=0 & \text { on } \Sigma \\ z(0)=0 & \text { on } \Omega\end{cases}
$$

Then we have the estimate

$$
\|u\|_{H^{1 / 2,1}(Q)} \leq c_{1}\left(\|k\|_{L^{2}(\Sigma)}+\left\|\omega_{0}\right\|_{L^{2}(\Omega)}+\|h\|_{L^{2}(Q)}\right)
$$

(see, for instance, section 15.1 of Chapter 4 of Lions-Magenes [19]). Finally, by applying lemma 9 , we obtain that

$$
\|z\|_{H^{1 / 2,1}(Q)} \leq\|z\|_{H^{1,2}(Q)} \leq C\|u\|_{L^{2}(Q)} .
$$

Proposition 10 If $\omega$ is the solution of (3.3), then $\omega \in \mathcal{C}\left([0, T] ; L^{2}(\Omega)\right)$. Further, if $k \in H^{1 / 4,1 / 2}(\Sigma)$, then $\omega \in H^{1,2}((\delta, T) \times \Omega)$ for all $0<\delta<T$.

Proof: We know that $\omega \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$ and according to Lions-Magenes [19] (see proposition 12.1 of Chapter 1),

$$
\Delta \omega \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)
$$

Therefore

$$
\omega_{t}=h-a(x, t) \omega+\Delta \omega \in L^{2}\left(0, T ; H^{-1}(\Omega)\right) .
$$

By using theorem 3.1 of Chapter 3 of Lions-Magenes [19], we obtain that

$$
\omega \in \mathcal{C}\left([0, T] ;\left[H^{1}(\Omega), H^{-1}(\Omega)\right]_{1 / 2}\right),
$$

where $[X, Y]_{\theta}$ denotes the $\theta$-intermediate space between the Banach spaces $X$ and $Y$, if $X$ is a dense subset of $Y$ and $X \subset Y$ is a continuous injection (for more details see, for instance, section 2 of Chapter 1 of Lions-Magenes [19]). Now, by using theorem 12.4 of Chapter 1 of Lions-Magenes [19] we obtain that $\left[H^{1}(\Omega), H^{-1}(\Omega)\right]_{1 / 2}=L^{2}(\Omega)$. On the other hand, for all $\delta, 0<\delta<T, w(\delta)$ belongs to $H^{1}(\Omega)$. So, by applying theorem 6.1 of Chapter 4 of Lions-Magenes [19], we deduce that if $k \in H^{1 / 4,1 / 2}(\Sigma)$, then $\omega \in H^{1,2}((\delta, T) \times \Omega)$.

Following Lions [18] and Fabre-Puel-Zuazua [13], for $\varphi^{0} \in L^{2}(\Omega)$ we introduce the functional

$$
J\left(\varphi^{0}\right)=\frac{1}{2}\left(\int_{\mathcal{O}}|\varphi(x, t)| d \Sigma\right)^{2}+\varepsilon\left|\varphi^{0}\right|_{L^{2}(\Omega)}-\int_{\Omega} y_{d} \varphi^{0} d x
$$

with $\varphi(x, t)$ the solution of the backward problem

$$
\begin{cases}-\varphi_{t}-\Delta \varphi+a(x, t) \varphi=0 & \text { in } Q  \tag{3.6}\\ \frac{\partial \varphi}{\partial \nu}=0 & \text { on } \Sigma \\ \varphi(T)=\varphi^{0} & \text { on } \Omega\end{cases}
$$

Remark 11 We point out that, if we reformulate the problem in forward form, by definition 6 , a function $\varphi$ is said to be a solution of (3.6) if

$$
\left(\varphi, \psi_{t}-\Delta \psi+a(x, t) \psi\right)_{L^{2}(Q)}=\left(\psi(T), \varphi^{0}\right)_{L^{2}(\Omega)} \forall \psi \in X^{1}(Q)
$$

Proposition 12 If $\mathcal{O}$ is a nonempty open subset of $\Sigma, a \in L^{\infty}(Q)$ and $\varphi$ satisfies

$$
\begin{cases}-\varphi_{t}-\Delta \varphi+a(x, t) \varphi=0 & \text { in } Q \\ \frac{\partial \varphi}{\partial \nu}=0 & \text { on } \Sigma,\end{cases}
$$

with $\varphi(T) \in L^{2}(\Omega)$ and

$$
\varphi=0 \quad \text { on } \mathcal{O}
$$

then $\varphi \equiv 0$ in $Q$.
Proof: Let $t^{*}=\sup \{t \leq T: \exists x \in \partial \Omega$ such that $(x, t) \in \mathcal{O}\}$. Then, by a unique continuation theorem (see Mizohata [20] and Saut-Scheurer [21]) and the uniqueness of solutions of this type of problem, $\varphi \equiv 0$ in $Q^{*}=\Omega \times\left(0, t^{*}\right)$. Finally, by backward uniqueness results (see page 175 of Friedman [15]), $\varphi \equiv 0$ in the whole domain $Q$.

Remark 13 We point out that in the proof of proposition 12, we can apply the unique continuation argument since $\varphi \in L^{2}\left(\delta, T ; H^{2}(\Omega)\right)$ for all $0<\delta<T$ (see proposition 10).

Proposition 14 For all $\varepsilon>0, y_{d} \in L^{2}(\Omega)$ and $a \in L^{\infty}(Q)$, the functional $J\left(\cdot ; a, y_{d}\right): L^{2}(\Omega) \rightarrow \mathbb{R}$ is strictly convex and satisfies

$$
\begin{equation*}
\liminf _{\left|\varphi^{0}\right|_{2} \rightarrow \infty} \frac{J\left(\varphi^{0} ; a, y_{d}\right)}{\left|\varphi^{0}\right|_{2}} \geq \varepsilon \tag{3.7}
\end{equation*}
$$

Further $J\left(\cdot ; a, y_{d}\right)$ attains its minimum at a unique point $\hat{\varphi}^{0}$ in $L^{2}(\Omega)$ and

$$
\begin{equation*}
\hat{\varphi}^{0}=0 \quad \Leftrightarrow \quad\left|y_{d}\right|_{2} \leq \varepsilon \tag{3.8}
\end{equation*}
$$

Proof. If $J$ does not satisfy (3.7), then there exists a sequence $\left\{\varphi_{n}^{0}\right\} \subset L^{2}(\Omega)$ such that

$$
\left|\varphi_{n}^{0}\right|_{2} \rightarrow+\infty \quad \text { and } \quad \liminf _{n \rightarrow+\infty} \frac{J\left(\varphi_{n}^{0} ; a, y_{d}\right)}{\left|\varphi_{n}^{0}\right|_{2}}<\varepsilon
$$

Thus, if $\varphi_{n}$ is the solution of (3.6) with initial data $\varphi_{n}^{0}$, we obtain that

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \int_{\mathcal{O}} \frac{\left|\varphi_{n}(x, t)\right|}{\left|\varphi_{n}^{0}\right|_{2}} d \Sigma=0 \tag{3.9}
\end{equation*}
$$

since in the other case

$$
\begin{aligned}
\liminf _{n \rightarrow+\infty} \frac{J\left(\varphi_{n}^{0} ; a, y_{d}\right)}{\left|\varphi_{n}^{0}\right|_{2}} & =\liminf _{n \rightarrow+\infty}\left(\frac{1}{2}\left|\varphi_{n}^{0}\right|_{2}\left(\int_{\mathcal{O}} \frac{\left|\varphi_{n}(t, x)\right|}{\left|\varphi_{n}^{0}\right|_{2}} d \Sigma\right)^{2}+\varepsilon-\int_{\Omega} y_{d} \frac{\varphi_{n}^{0}}{\left|\varphi_{n}^{0}\right|_{2}} d x\right) \\
& \geq \liminf _{n \rightarrow+\infty}\left(\frac{1}{2}\left|\varphi_{n}^{0}\right|_{2}\left(\int_{\mathcal{O}} \frac{\left|\varphi_{n}(t, x)\right|}{\left|\varphi_{n}^{0}\right|_{2}} d \Sigma\right)^{2}+\varepsilon-\left|y_{d}\right|_{2}\right)=+\infty
\end{aligned}
$$

At the same time, $\frac{\varphi_{n}^{0}}{\left|\varphi_{n}^{n}\right|_{2}}$ has a unit norm and so it converges weakly in $L^{2}(\Omega)$ to an element $\psi^{0} \in L^{2}(\Omega)$. Now, from proposition $8,\left\{\frac{\varphi_{n}}{\left|\varphi_{n}^{n}\right|_{2}}\right\}_{n \in \mathbb{N}}$ converges weakly in $L^{2}(\Omega)$ to $\psi$ (solution of (3.6) with $\psi(T)=\psi^{0}$ ). Then, by (3.9) and the unique continuation property of proposition $12, \psi^{0} \equiv 0$. Further, since

$$
J\left(\varphi_{n}^{0} ; a, y_{d}\right) \geq\left|\varphi_{n}^{0}\right|_{2}\left(\varepsilon-\int_{\Omega} y_{d} \frac{\varphi_{n}^{0}}{\left|\varphi_{n}^{0}\right|_{2}} d x\right)
$$

we deduce that

$$
\liminf _{n \rightarrow+\infty} \frac{J\left(\varphi_{n}^{0} ; a, y_{d}\right)}{\left|\varphi_{n}^{0}\right|_{2}} \geq \varepsilon,
$$

which is a contradiction to the assumption.
In order to prove (3.8), we use that $J\left(\cdot ; a, y_{d}\right)$ is strictly convex and continuous in $L^{2}(\Omega)$ and that

$$
\lim _{\left|\varphi_{n}^{0}\right|_{2} \rightarrow+\infty} J\left(\varphi_{n}^{0} ; a, y_{d}\right)=+\infty
$$

Then $J\left(. ; a, y_{d}\right)$ attains its minimum at a unique point $\hat{\varphi}^{0} \in L^{2}(\Omega)$ (see, for instance, Brézis [5]).

Further, if $\left|y_{d}\right|_{2} \leq \varepsilon$, then

$$
\begin{aligned}
J\left(\varphi_{n}^{0} ; a, y_{d}\right) & \geq \varepsilon\left|\varphi^{0}\right|_{2}-\left|y_{d}\right|_{2}\left|\varphi^{0}\right|_{2} \\
& \geq\left|\varphi^{0}\right|_{2}\left(\varepsilon-\left|y_{d}\right|_{2}\right) \\
& \geq 0 \quad \forall \varphi^{0} \in L^{2}(\Omega)
\end{aligned}
$$

which implies that $\hat{\varphi}^{0}=0$.
Converserly, if we suppose that $\hat{\varphi}^{0}=0$ and $\varepsilon<\left|y_{d}\right|_{2}$, we take

$$
\gamma=\frac{\left|y_{d}\right|_{2}-\varepsilon}{2}
$$

and then, as

$$
\left|y_{d}\right|_{2}=\sup _{\left|\varphi^{0}\right|_{2}=1} \int_{\Omega} y_{d} \varphi^{0} d x
$$

if $\widetilde{\varphi}^{0} \in L^{2}(\Omega)$ with $\left|\widetilde{\varphi}^{0}\right|_{2}=1$ and $\left|y_{d}\right|_{2}-\int_{\Omega} y_{d} \widetilde{\varphi}^{0} d x<\frac{\gamma}{2}$, we obtain for every $\mu>0$ that

$$
\begin{aligned}
J\left(\mu \widetilde{\varphi}^{0}\right) & =\frac{\mu^{2}}{2}\left(\int_{\mathcal{O}}|\widetilde{\varphi}(t, x)| d \Sigma\right)^{2}+\mu\left(\varepsilon-\int_{\Omega} y_{d} \widetilde{\varphi}^{0} d x\right) \\
& <\frac{\mu^{2}}{2}\left(\int_{\mathcal{O}}|\widetilde{\varphi}(t, x)| d \Sigma\right)^{2}+\mu\left(\varepsilon-\left|y_{d}\right|_{2}+\frac{\gamma}{2}\right) \\
& =\frac{\mu^{2}}{2}\left(\int_{\mathcal{O}}|\widetilde{\varphi}(t, x)| d \Sigma\right)^{2}+\mu\left(-2 \gamma+\frac{\gamma}{2}\right) \\
& <0, \text { if } \mu \text { is small enough. }
\end{aligned}
$$

But $\hat{\varphi}^{0}=0$ implies that $J\left(\mu \widetilde{\varphi}^{0}\right) \geq J\left(\widehat{\varphi}^{0}\right)=0$, which is a contradiction and so $\varepsilon \geq\left|y_{d}\right|_{2}$.

Proposition 15 Let $M$ be the mapping

$$
\begin{array}{llll}
M: & L^{\infty}(Q) & \rightarrow & L^{2}(\Omega) \\
& a(x, t) & \longrightarrow & \hat{\varphi}^{0} .
\end{array}
$$

If $B$ is a bounded subset of $L^{\infty}(Q)$, then $M(B)$ is a bounded subset of $L^{2}(\Omega)$.
Proof: Assume, for the sake of a contradiction, that there exists a sequence $\left(a_{n}\right)_{n} \subset B \subset L^{\infty}(Q)$ such that

$$
\begin{equation*}
\left|\hat{\varphi}_{n}^{0}\right|_{2}=\left|M\left(a_{n}\right)\right|_{2} \rightarrow \infty \tag{3.10}
\end{equation*}
$$

Now, since $B$ is bounded, there exists $a \in L^{\infty}(Q)$ such that a subsequence

$$
a_{n} \stackrel{n \rightarrow+\infty}{ } a \text { in the weak } * \text { topology of } L^{\infty}(Q) .
$$

Let us see that

$$
\begin{equation*}
\liminf _{\left|\varphi_{n}^{0}\right|_{2} \rightarrow \infty} \frac{J\left(\varphi_{n}^{0} ; a_{n}, y_{d}\right)}{\left|\varphi_{n}^{0}\right|_{2}} \geq \varepsilon . \tag{3.11}
\end{equation*}
$$

If this is not true, there exists a sequence $\left(\varphi_{n}^{0}\right)_{n}$ of $L^{2}(\Omega)$ such that $\left|\varphi_{n}^{0}\right|_{2} \rightarrow \infty$ and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{J\left(\varphi_{n}^{0} ; a_{n}, y_{d}\right)}{\left|\varphi_{n}^{0}\right|_{2}}<\varepsilon \tag{3.12}
\end{equation*}
$$

Next, in a way similar to that followed in the proof of proposition 14 we put $\widetilde{\varphi}_{n}^{0}=\frac{\varphi_{n}^{0}}{\left|\varphi_{n}^{0}\right|_{2}}$ and denote by $\widetilde{\varphi}_{n}$ the solution of (3.6) with respect to $a_{n}$ with
$\widetilde{\varphi}_{n}(T)=\widetilde{\varphi}_{n}^{0}$. Since $\left|\widetilde{\varphi}_{n}^{0}\right|_{2}=1$, we can suppose that $\widetilde{\varphi}_{n}^{0}$, converges weakly in $L^{2}(\Omega)$ to $\widetilde{\varphi}^{0} \in L^{2}(\Omega)$.

As in the proof of proposition 14 it is easy to prove that $\widetilde{\varphi}_{n}$ converges in the weak topology of $L^{1}(\mathcal{O})$ to $\widetilde{\varphi}$ ( solution of (3.6) ) with respect to $a$ and with $\left.\hat{\varphi}(T)=\widetilde{\varphi}^{0}\right)$. Then

$$
\int_{\mathcal{O}}\left|\widetilde{\varphi}_{n}\right| d x d t \xrightarrow{n \rightarrow \infty} 0
$$

and so

$$
\hat{\varphi}^{0}=0 .
$$

Now if $J_{n}=\frac{J\left(\varphi_{n}^{0} ; a_{n}, y_{d}\right)}{\left|\varphi_{n}^{0}\right|_{2}}$, it holds that

$$
J_{n} \geq\left(\varepsilon-\int_{\Omega} y_{d}^{n} \widetilde{\varphi}_{n}^{0} d x\right)
$$

and since $\widetilde{\varphi}_{n}^{0}$ converges in the weak topology of $L^{2}(\Omega)$ to 0 , we obtain

$$
\liminf _{n \rightarrow+\infty} J_{n} \geq \varepsilon
$$

which contradicts (3.12) and thus proves (3.11).
Finally, we point out that $J\left(0 ; a_{n}, y_{d}\right)=0$, and so $J\left(\hat{\varphi}_{n}^{0} ; a_{n}, y_{d}\right) \leq 0$, which is a contradiction to (3.10) and (3.11). Therefore

$$
\sup _{n \in N}\left\{\left|\widehat{\varphi}_{n}^{0}\right|_{2}: n \in \mathbb{N}\right\}<+\infty
$$

Definition 16 Given $V: X \rightarrow \mathbb{R} \cup\{+\infty\}$ a convex and proper function on the Banach space $X$, it is said that an element $p_{0}$ of $V^{\prime}$ belongs to the set $\partial V\left(x_{0}\right)$ (subdifferential of $V$ at $x_{0} \in X$ ) if

$$
V\left(x_{0}\right)-V(x) \leq\left(p_{0}, x_{0}-x\right) \quad \forall x \in X
$$

Remark 17 Under the conditions of definition $16, x_{0}$ minimizes $V$ over $X$ (or over a convex subset of $X$ ) if and only if

$$
0 \in \partial V\left(x_{0}\right)
$$

Proposition 18 Under the above conditions, if $V$ is a lower semicontinuous function, then $p_{0} \in \partial V\left(x_{0}\right)$ if and only if

$$
\left(p_{0}, x\right) \leq \lim _{h \rightarrow 0^{+}} \frac{V\left(x_{0}+h x\right)-V\left(x_{0}\right)}{h}(<+\infty) \quad \forall x \in X
$$

For a proof see, for instance, proposition 3 (page 187) and theorem 16 (page 198) of Aubin-Ekeland [2].

Remark 19 If $V$ is differentiable its differential coincides with its subdifferential.
Lemma 20 Let $\varphi^{0} \in L^{2}(\Omega), \varphi^{0} \neq 0$, Let $\varphi$ be the solution of (3.6) verifying $\varphi(T)=\varphi^{0}$. Then we have that

$$
\begin{aligned}
& \partial J\left(\varphi^{0} ; a, y_{d}\right)=\left\{\xi \in L^{2}(\Omega), \exists v \in \operatorname{sgn}(\varphi) \chi_{\mathcal{O}}\right. \text { satisfying } \\
& \int_{\Omega} \xi(x) \theta^{0}(x) d x=\left(\int_{\mathcal{O}}|\varphi(t, x)| d \Sigma\right)\left(\int_{\mathcal{O}} v(t, x) \theta(t, x) d \Sigma\right) \\
&\left.+\varepsilon \int_{\Omega} \frac{\varphi^{0}(x)}{\left|\varphi^{0}\right|_{2}} \theta^{0}(x) d x-\int_{\Omega} y_{d}(x) \theta^{0}(x) d x \forall \theta^{0} \in L^{2}(\Omega)\right\}
\end{aligned}
$$

where $\theta$ is the solution of (3.6) verifying $\theta(T)=\theta^{0}$.
Proof: We introduce the following notation
$J\left(\varphi^{0} ; a, y_{d}\right)=\frac{1}{2}\left(\int_{\mathcal{O}}|\varphi(t, x)| d \Sigma\right)^{2}+\varepsilon\left|\varphi^{0}\right|_{2}-\int_{\Omega} y_{d} \varphi^{0} d x=J_{1}\left(\varphi^{0}\right)+J_{2}\left(\varphi^{0}\right)+J_{3}\left(\varphi^{0}\right)$.
Let $P:=\{(t, x) \in \mathcal{O}$ such that $\varphi(t, x)=0\}$, and $\xi \in \partial J_{1}\left(\varphi^{0}\right)$. Since $J_{1}$ satisfies conditions of proposition 18 , for every $\theta^{0} \in L^{2}(\Omega)$ we have

$$
\begin{aligned}
\left(\xi, \theta^{0}\right) \leq & \lim _{h \rightarrow 0^{+}} \frac{J_{1}\left(\varphi^{0}+h \theta^{0}\right)-J_{1}\left(\varphi^{0}\right)}{h} \\
= & \lim _{h \rightarrow 0^{+}} \frac{1}{2 h}\left[\left(\int_{\mathcal{O}-P}|\varphi+h \theta| d \Sigma\right)^{2}-\left(\int_{\mathcal{O}-P}|\varphi| d \Sigma\right)^{2}\right] \\
& +\lim _{h \rightarrow 0^{+}} \frac{1}{2 h}\left[\left(\int_{P}|\varphi+h \theta| d \Sigma\right)^{2}-\left(\int_{P}|\varphi| d \Sigma\right)^{2}\right] \\
& +\lim _{h \rightarrow 0^{+}} \frac{1}{h}\left[\left(\int_{\mathcal{O}-P}|\varphi+h \theta| d \Sigma\right) \cdot\left(\int_{P}|\varphi+h \theta| d \Sigma\right)\right] \\
= & \lim _{h \rightarrow 0^{+}} \frac{1}{2 h}\left[\left(\int_{\mathcal{O}-P}(|\varphi|+\operatorname{sgn}(\varphi) h \theta) d \Sigma\right)^{2}-\left(\int_{\mathcal{O}-P}|\varphi| d \Sigma\right)^{2}\right] \\
& +\lim _{h \rightarrow 0^{+}} \frac{1}{h}\left[\left(\int_{\mathcal{O}-P}(|\varphi|+\operatorname{sgn}(\varphi) h \theta) d \Sigma\right) \cdot\left(\int_{P} h|\theta| d \Sigma\right)\right] \\
= & \lim _{h \rightarrow 0^{+}} \frac{1}{2 h}\left[h^{2}\left(\int_{\mathcal{O}-P} \operatorname{sgn}(\varphi) \theta d \Sigma\right)^{2}\right. \\
& \left.+2 h \int_{\mathcal{O}-P}|\varphi| d \Sigma \int_{\mathcal{O}-P} \operatorname{sgn}(\varphi) \theta d \Sigma\right]+\int_{\mathcal{O}}|\varphi| d \Sigma \cdot \int_{P}|\theta| d \Sigma \\
= & \int_{\mathcal{O}-P}|\varphi| d \Sigma \int_{\mathcal{O}-P} \operatorname{sgn}(\varphi) \theta d \Sigma+\int_{\mathcal{O}}|\varphi| d \Sigma \int_{P}|\theta| d \Sigma \\
= & \int_{\mathcal{O}}|\varphi| d \Sigma \int_{\mathcal{O}-P} \operatorname{sgn}(\varphi) \theta d \Sigma+\int_{\mathcal{O}}|\varphi| d \Sigma \int_{P}|\theta| d \Sigma .
\end{aligned}
$$

Then,

$$
\begin{gather*}
\xi \in \partial J_{1}\left(\varphi^{0}\right) \Leftrightarrow \forall \theta^{0} \in L^{2}(\Omega), \\
\left(\xi, \theta^{0}\right) \leq|\varphi|_{L^{1}(\mathcal{O})}\left(\int_{\mathcal{O}-P} \operatorname{sgn}(\varphi(t, x)) \theta(t, x) d \Sigma+\int_{P}|\theta(t, x)| d \Sigma\right) . \tag{3.13}
\end{gather*}
$$

Now, we put

$$
G=\left\{\theta \in L^{1}(\mathcal{O}): \theta \text { is solution of (3.6) with } \theta^{0} \in L^{2}(\Omega)\right\} .
$$

Then, the mapping $\theta \rightarrow \theta^{0} \rightarrow\left(\xi, \theta^{0}\right)$ is a linear mapping on $G$ and so applying the Hahn-Banach theorem there exists a linear mapping $V$ on $L^{1}(\mathcal{O})$, such that

$$
\forall \theta^{0} \in L^{2}(\Omega), \quad\left(\xi, \theta^{0}\right)=V(\theta)
$$

and for each $\Theta \in L^{1}(\mathcal{O})$,
(3.14) $V(\Theta) \leq|\varphi|_{L^{1}(\mathcal{O})}\left(\int_{\mathcal{O}-P} \operatorname{sgn}(\varphi(t, x)) \Theta(t, x) d \Sigma+\int_{P}|\Theta(t, x)| d \Sigma\right)$.

From (3.14), $V$ is continuous on $L^{1}(\mathcal{O})$ and then $V \in L^{\infty}(\mathcal{O})$ and

$$
\begin{gather*}
\left|\int_{\mathcal{O}} V(t, x) \Theta(t, x) d \mathcal{O}-|\varphi|_{L^{1}(\mathcal{O})} \int_{\mathcal{O}-P} \operatorname{sgn}(\varphi(t, x)) \Theta(t, x) d \Sigma\right| \leq  \tag{3.15}\\
\leq|\varphi|_{L^{1}(\mathcal{O})} \int_{P}|\Theta(t, x)| d \Sigma \quad \forall \Theta \in L^{1}(\mathcal{O}) .
\end{gather*}
$$

If we choose $\Theta \in L^{1}(\mathcal{O})$ with support contained in $\mathcal{O}-P$, we obtain

$$
V=|\varphi|_{L^{1}(\mathcal{O})} \frac{\varphi}{|\varphi|} \quad \text { a.e. in } \mathcal{O}-P .
$$

Next, if we take $\Theta \in L^{1}(P)$ we obtain

$$
\left|\int_{P} V(t, x) \Theta(t, x) d \Sigma\right| \leq|\varphi|_{L^{1}(\mathcal{O})} \int_{P}|\Theta(t, x)| d \Sigma
$$

and then

$$
|V(t, x)| \leq\|V\|_{L^{\infty}(P)} \leq|\varphi|_{L^{1}(\mathcal{O})} \quad \text { almost every }(x, t) \in P .
$$

This proves that there exists $v \in \operatorname{sgn}(\varphi) \chi_{\mathcal{O}}$ such that

$$
V=|\varphi|_{L^{1}(\mathcal{O})} v .
$$

Reciprocally, if $V \in|\varphi|_{L^{1}(\mathcal{O})} \operatorname{sgn}(\varphi) \chi_{\mathcal{O}}$, then

$$
\theta^{0} \rightarrow \int_{\mathcal{O}} V(t, x) \theta(t, x) d \Sigma
$$

is a continuous linear function on $L^{2}(\Omega)$ and so, there exists a unique $\xi \in L^{2}(\Omega)$ such that

$$
\left(\xi, \theta^{0}\right)=\int_{\mathcal{O}} V(t, x) \theta(t, x) d \Sigma \quad \forall \theta^{0} \in L^{2}(\Omega)
$$

Obviously $\xi$ satisfies (3.13) and then $\xi \in \partial J\left(\varphi^{0}\right)$.
As a second step, consider

$$
J_{2}\left(\varphi^{0}\right)=\varepsilon\left(\int_{\Omega}\left|\varphi^{0}(x)\right|^{2} d x\right)^{\frac{1}{2}}
$$

By remark 19,

$$
\begin{aligned}
\left(\partial J_{2}\left(\varphi^{0}\right), \theta^{0}\right) & =\frac{\varepsilon}{2}\left(\int_{\Omega}\left|\varphi^{0}(x)\right|^{2} d x\right)^{-\frac{1}{2}} 2 \int_{\Omega} \varphi^{0}(x) \theta^{0}(x) d x \\
& =\varepsilon\left|\varphi^{0}\right|_{2}^{-1} \int_{\Omega} \varphi^{0}(x) \theta^{0}(x) d x
\end{aligned}
$$

Finally, by linearity,

$$
\left(\partial J_{3}\left(\varphi^{0}\right), \theta^{0}\right)=-\int_{\Omega} y_{d}(x) \theta^{0}(x) d x
$$

Now we are ready to prove a linear version of theorem 1 .
Theorem 21 If $\left|y_{d}\right|_{2}>\varepsilon$ and $\hat{\varphi}$ is the solution of (3.6) satisfying $\hat{\varphi}(T)=\hat{\varphi}^{0}$, then there exists $v \in \operatorname{sgn}(\hat{\varphi}) \chi_{\mathcal{O}}$ such that, for every $h \in L^{2}(Q)$, the solution of

$$
\begin{cases}y_{t}-\Delta y+a(t, x) y=h & \text { in } Q  \tag{3.16}\\ \frac{\partial y}{\partial \nu}=|\hat{\varphi}|_{L^{1}(\mathcal{O})} v \chi_{\mathcal{O}} & \text { on } \Sigma \\ y(0)=y_{0} & \text { on } \Omega\end{cases}
$$

satisfies

$$
y(T)=y_{d}-\varepsilon \frac{\hat{\varphi}^{0}}{\left|\hat{\varphi}^{0}\right|_{2}},
$$

and then $\left|y(T)-y_{d}\right|_{2}=\varepsilon$.
Remark 22 If, $y_{0} \equiv 0$ and $h \equiv 0$, the case $\left|y_{d}\right| \leq \varepsilon$ is trivially solved with the control $v \equiv 0$.

Proof of theorem 21. Using linearity and proposition 15 , we can assume $y_{0} \equiv 0$ and $h \equiv 0$. Now, because of the subdifferentiability of $J\left(. ; a, y_{d}\right)$ at $\hat{\varphi}^{0}(\neq 0$ by (3.8)), we know (see remark 17) that

$$
0 \in \partial J\left(\hat{\varphi}^{0}\right),
$$

which is equivalent, from lemma 20 , to the existence of $v \in \operatorname{sgn}(\hat{\varphi}) \chi_{\mathcal{O}}$, such that

$$
\begin{gather*}
-|\widehat{\varphi}|_{L^{1}(\mathcal{O})}\left(\int_{\mathcal{O}} v(x, t) \theta(x, t) d x d t\right)=\frac{\varepsilon}{\left|\hat{\varphi}^{0}\right|_{2}} \int_{\Omega} \hat{\varphi}^{0}(x) \theta^{0}(x) d x  \tag{3.17}\\
-\int_{\Omega} y_{d}(x) \theta^{0}(x) d x
\end{gather*}
$$

On the other hand, it follows from remark 11, that since $\theta$ is the solution of (3.6) and $y$ is an admissible "test function" in $X^{1}(Q)$,

$$
\begin{equation*}
\left(y(T), \theta^{0}\right)=|\widehat{\varphi}|_{L^{1}(\mathcal{O})}\left(\int_{\mathcal{O}} v(x, t) \theta(x, t) d x d t\right) . \tag{3.18}
\end{equation*}
$$

Then, from (3.17) and (3.18), we obtain

$$
\left(y(T), \theta^{0}\right)=\left(y_{d}-\varepsilon \frac{\hat{\varphi}^{0}}{\left|\hat{\varphi}^{0}\right|_{2}}, \theta^{0}\right) \quad \forall \theta^{0} \in L^{2}(\Omega)
$$

and we conclude that $y(T)=y_{d}-\varepsilon \frac{\hat{\varphi}^{0}}{\left|\hat{\varphi}^{0}\right|_{2}}$.
For the study of the nonlinear case we shall need to apply a fixed point theorem for multivalued operators:

Definition 23 Let $X$ and $Y$ be Banach spaces and $\Lambda: X \rightarrow \mathcal{P}(Y)$ a multivalued function. We say that $\Lambda$ is upper hemicontinuous at $x_{0} \in X$, if for every $p \in Y^{\prime}$, the function

$$
x \rightarrow \sigma(\Lambda(x), p)=\sup _{y \in \Lambda(x)}<p, y>_{Y^{\prime} \times Y}
$$

is upper semicontinuous at $x_{0}$. We say that the multivalued function is upper hemicontinuous on a subset $K$ of $X$ if it satisfies this property for every point of $K$.

Theorem 24 (Kakutani's fixed point theorem). Let $K \subset X$ be a convex and compact subset and $\Lambda: K \rightarrow K$ an upper hemicontinuous application with convex, closed and nonempty values. Then, there exists a fixed point $x_{0}$, of $\Lambda$.

For a proof see, for instance, Aubin [1] page 126.
Proof of theorem 7. We fix $y_{d} \in L^{2}(\Omega), \varepsilon>0$ and we define

$$
g(s)=\left\{\begin{array}{cc}
\frac{f(s)-f\left(s_{0}\right)}{s-s_{0}} & s \neq s_{0} \\
f^{\prime}\left(s_{0}\right) & s=s_{0}
\end{array}\right.
$$

Then, from the assumption made on $f$ we have that $g \in L^{\infty}(\mathbb{R}) \cap \mathcal{C}(\mathbb{R})$.
Now, using theorem 21, for each $z \in L^{2}(Q), b \in \beta(z)$ and $\varepsilon>0$ it is possible to find two functions $\varphi(z, b) \in L^{2}(Q)$ and $v(z, b) \in \operatorname{sgn}(\varphi(z, b)) \chi_{\mathcal{O}}$ such that the solution $y=y_{b}^{z}$ of

$$
\begin{cases}y_{t}-\Delta y+g(z) y=-f\left(s_{0}\right)+g(z) s_{0}-a(x, t) b+h & \text { in } Q  \tag{3.19}\\ \frac{\partial y}{\partial \nu}=u \chi_{\mathcal{O}} & \text { on } \Sigma \\ y(0)=y_{0} & \text { on } \Omega\end{cases}
$$

(where $\left.u=\|\varphi(z, b)\|_{L^{1}(\mathcal{O})} v(z, b)\right)$ satisfies

$$
\begin{equation*}
\left|y(T)-y_{d}\right|_{L^{2}(\Omega)} \leq \varepsilon . \tag{3.20}
\end{equation*}
$$

Now, as $g(\cdot)$ is bounded, from proposition 15 and proposition 8 we obtain that $(3.21)\left\{\|\varphi(z, b)\|_{L^{1}(\mathcal{O})} v(z, b), z \in L^{2}(Q), b \in \beta(z)\right\} \quad$ is bounded in $L^{\infty}(Q)$.

Let

$$
\begin{equation*}
M=\sup _{\substack{z L^{2}(()) \\ b \in \beta(z)}}\|\varphi(z, b)\|_{L^{1}(\mathcal{O})}<\infty . \tag{3.22}
\end{equation*}
$$

Obviously $u=\|\varphi(z, b)\|_{L^{1}(\mathcal{O})} v(z, b)$ satisfies

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Sigma)} \leq M \tag{3.23}
\end{equation*}
$$

Therefore, if we define the operator

$$
\Lambda: L^{2}(Q) \rightarrow \mathcal{P}\left(L^{2}(Q)\right)
$$

by

$$
\Lambda(z)=\{y \text { satisfying (3.19), (3.20) for some } b \in \beta(z) \text { and } u \text { verifying (3.23) }\}
$$

we have seen that for each $z \in L^{2}(Q), \Lambda(z) \neq \emptyset$. In order to apply Kakutani's fixed point theorem, we must verify that the following properties hold:
(i) There exists a compact subset $U$ of $L^{2}(Q)$, such that for every $z \in L^{2}(Q)$, $\Lambda(z) \subset U$.
(ii) For every $z \in L^{2}(Q), \Lambda(z)$ is a convex, compact and nonempty subset of $L^{2}(Q)$.
(iii) $\Lambda$ is upper hemicontinuous.

The proof that these properties hold is as follows:
(i) From proposition 8 we know that there exists a bounded subset $U$ of $H^{1 / 2,1}(Q)$ such that for every $z \in L^{2}(Q), \Lambda(z) \subset U$. Now, to see that we can choose $U$ compact we shall prove that the set
$\mathcal{Y}=\left\{y\right.$ satisfying (3.19) for some $z \in L^{2}(Q), b \in \beta(z)$ and $u$ verifying (3.23) $\}$
is a relatively compact subset of $L^{2}(Q)$. But this is easy to prove using proposition 8 and the fact that
(3.24) $H^{1 / 2,1}(Q) \subset L^{q}\left([0, T] ; L^{2}(\Omega)\right) \quad$ with compact imbedding $\quad \forall q<\infty$
(see lemma 5, page 78, and theorem 3, page 80, of Simon [22]).
(ii) We have already seen that for every $z \in L^{2}(Q), \Lambda(z)$ is a nonempty subset of $L^{2}(Q)$. Further, $\Lambda(z)$ is obviously convex because $B\left(y_{d}, \varepsilon\right), \beta(z)$ and $\{u \in$ $L^{\infty}(\Sigma): u$ satisfies $\left.(3.23)\right\}$ are convex sets. Then, we have to see that $\Lambda(z)$ is a compact subset of $L^{2}(Q)$. In (i) we have proved that $\Lambda(z) \subset U$ with $U$ compact. Let $\left(y^{n}\right)_{n}$ be a sequence of elements of $\Lambda(z)$ which converges in $L^{2}(Q)$ to $y \in U$. We have to prove that $y \in \Lambda(z)$. We know that there exist $b^{n} \in \beta(z)$ and $u^{n} \in L^{\infty}(\Sigma)$ satisfying (3.23) such that

$$
\begin{cases}y_{t}^{n}-\Delta y^{n}+g(z) y^{n}=-f\left(s_{0}\right)+g(z) s_{0}-a b^{n}+h & \text { in } Q  \tag{3.25}\\ \frac{\partial y^{n}}{\partial \nu}=u^{n} \chi_{\mathcal{O}} & \text { on } \Sigma \\ y^{n}(0)=y_{0} & \text { on } \Omega \\ \left|y^{n}(T)-y_{d}\right|_{2} \leq \varepsilon . & \end{cases}
$$

Now, using the facts that $\beta$ is a bounded maximal monotone graph and that the controls $u^{n}$ are uniformly bounded, we deduce that $u^{n} \rightarrow u$ and $b^{n} \rightarrow b$ in the weak-topology of $L^{2}(\Sigma)$ and of $L^{2}(Q)$ respectively. Moreover, $u$ satisfies (3.23) and since any maximal monotone graph is strongly-weakly closed (see proposition 3.5 , p. 75 of Barbu [3]) over any Banach space with uniformly convex dual (as, for instance, $\left.L^{2}(Q)\right)$ we obtain that $b \in \beta(z)$. Therefore, if we pass to the limit in (3.25) we obtain

$$
\begin{cases}y_{t}-\Delta y+g(z) y=-f\left(s_{0}\right)+g(z) s_{0}-a b+h & \text { in } Q \\ \frac{\partial y}{\partial \nu}=u \chi_{\mathcal{O}} & \text { on } \Sigma \\ y(0)=y_{0} & \text { on } \Omega\end{cases}
$$

Further, we shall see that $y^{n}(T)$ converges to $y(T)$ in $L^{2}(\Omega)$. Let $\omega^{n}=y-y^{n}$ be the solution of

$$
\begin{cases}\omega_{t}^{n}-\Delta \omega^{n}+g(z) \omega^{n}=-a\left(b-b^{n}\right) & \text { in } Q \\ \frac{\partial \omega^{n}}{\partial \nu}=\left(u-u^{n}\right) \chi_{\mathcal{O}} & \text { on } \Sigma \\ \omega^{n}(0)=0 & \text { on } \Omega .\end{cases}
$$

Then, if we choose $\gamma^{n} \in H^{1 / 4,1 / 2}(\Sigma)$ such that $\left\|\gamma^{n}-\left(u-u^{n}\right) \chi_{\mathcal{O}}\right\|_{L^{2}(\Sigma)} \leq \frac{1}{n}$, then $\gamma^{n} \rightarrow 0$ in the weak topology of $L^{2}(\Sigma)$ and the solution $\bar{\omega}^{n}$ of

$$
\begin{cases}\bar{\omega}_{t}^{n}-\Delta \bar{\omega}^{n}+g(z) \bar{\omega}^{n}=A\left(b-b^{n}\right) & \text { in } Q \\ \frac{\partial \bar{\omega}^{n}}{\partial \nu}=\gamma^{n} & \text { on } \Sigma \\ \bar{\omega}^{n}(0)=0 & \text { on } \Omega\end{cases}
$$

satisfies $\bar{\omega}^{n} \in H^{1,2}(Q)$ (see Lions-Magenes [19]). Therefore $\bar{\omega}^{n}$ is a strong solution and if we "multiply" by $\bar{\omega}^{n}$ and integrate, we obtain that

$$
\left\|\bar{\omega}^{n}(T)\right\|_{L^{2}(\Omega)}^{2} \leq k_{1} \int_{Q}\left|\left(b-b^{n}\right) \bar{\omega}^{n}\right| d x d t+k_{2} \int_{\Sigma}\left|\gamma^{n} \bar{\omega}^{n}\right| d x d t \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Thus, $\bar{\omega}^{n}(T)$ converges to 0 in $L^{2}(\Omega)$ and by again using regularity results (see Lions-Magenes [19]) we see that

$$
\left\|\bar{\omega}^{n}-\omega^{n}\right\|_{H^{3 / 4,3 / 2}(Q)} \leq k\left\|\gamma^{n}-\left(u-u^{n}\right) \chi_{\mathcal{O}}\right\|_{L^{2}(\Sigma)} .
$$

Finally, as $H^{3 / 4,3 / 2}(Q) \subset \mathcal{C}\left([0, T] ; L^{2}(\Omega)\right)$ is a continuous injection (even a compact imbedding; see theorem 3 of Simon [22]) we have

$$
\left\|\bar{\omega}^{n}(T)-\omega^{n}(T)\right\|_{L^{2}(\Omega)} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

Thus $\omega^{n}(T) \rightarrow 0$ in $L^{2}\left(\Omega\right.$, which implies that $\left|y(T)-y_{d}\right|_{2} \leq \varepsilon$. This proves that $y \in \Lambda(z)$ and concludes the proof of (ii).
(iii) We must prove that for each $z_{0} \in L^{2}(Q)$,

$$
\limsup _{z_{n} \rightarrow z_{0}} \sigma\left(\Lambda\left(z_{n}\right), k\right) \leq \sigma\left(\Lambda\left(z_{0}\right), k\right), \forall k \in L^{2}(Q) .
$$

We have seen in (ii) that $\Lambda(z)$ is a compact set, which implies that for every $n \in \mathbb{N}$ there exists $y^{n} \in \Lambda\left(z_{n}\right)$ such that

$$
\sigma\left(\Lambda\left(z_{n}\right), k\right)=\int_{Q} k(t, x) y^{n}(t, x) d x d t
$$

Now by (i) $\left(y^{n}\right)_{n} \subset U$, a compact set. Thus, there exists $y \in L^{2}(Q)$ such that (after extracting a subsequence) $y^{n} \rightarrow y$ on $L^{2}(Q)$. We shall prove that $y \in \Lambda\left(z_{0}\right)$. We know that there exist $b^{n} \in \beta\left(z_{n}\right)$ and $u^{n} \in L^{\infty}(\Sigma)$ satisfying (3.23) such that

$$
\begin{cases}y_{t}^{n}-\Delta y^{n}+g\left(z_{n}\right) y^{n}=-f\left(s_{0}\right)+g\left(z_{n}\right)-a b^{n}+h & \text { in } Q  \tag{3.26}\\ \frac{\partial y^{n}}{\partial \nu}=u^{n} \chi_{\mathcal{O}} & \text { on } \Sigma \\ y^{n}(0)=y_{0} & \text { on } \Omega \\ \left|y^{n}(T)-y_{d}\right|_{2} \leq \varepsilon & \end{cases}
$$

Hence there exists $u \in L^{\infty}(\Sigma)$ satisfying (3.23) such that $u^{n} \rightarrow u$ in the weak-* topology of $L^{\infty}(\Sigma)$. Moreover, by using again that $\beta$ is a bounded strongly-weakly closed graph and that the heat equation has a smoothing effect (as in the proof of (ii)), we deduce that $y$ satisfies (3.19) and (3.20) with $z=z_{0}$ for some $u \in L^{\infty}(\Sigma)$ satisfying (3.23) and some $b \in \beta\left(z_{0}\right)$, which implies that $y \in \Lambda\left(z_{0}\right)$. Then, for every $k \in L^{2}(Q)$,

$$
\begin{gathered}
\sigma\left(\Lambda\left(z_{n}\right), k\right)=\int_{Q} k(t, x) y^{n}(t, x) d x d t \rightarrow \int_{Q} k(t, x) y(t, x) d x d t \leq \\
\leq \sup _{\bar{y} \in \Lambda\left(z_{0}\right)} \int_{Q} k(t, x) \bar{y}(t, x) d x d t=\sigma\left(\Lambda\left(z_{0}\right), k\right)
\end{gathered}
$$

which proves that $\Lambda$ is upper hemicontinuous and concludes the proof of (iii). Finally, the restriction of $\Lambda$ to $K=\operatorname{conv}(U)$ (the convex enveloppe of $U$ ), which is a compact set in $L^{2}(Q)$, satisfies the assumptions of Kakutani's fixed point theorem. Thus, $\Lambda$ has a fixed point $y \in K$. Furthermore, by construction, there exists a control $u \in L^{\infty}(\Sigma)$ satisfying (3.23) such that

$$
\begin{cases}y_{t}-\Delta y+f(y)+a(x, t) \beta(y) \ni h & \text { in } Q  \tag{3.27}\\ \frac{\partial y}{\partial \nu}=u \chi_{\mathcal{O}} & \text { on } \Sigma \\ y(0)=y_{0} & \text { on } \Omega \\ \left|y(T)-y_{d}\right|_{2} \leq \varepsilon . & \end{cases}
$$

Therefore, $y$ is the solution that we were looking for.

### 3.2 Boundary Observation.

Let $\Omega$ a bounded smooth subset of $\mathbb{R}^{n}, Q=\Omega \times(0, T), \Sigma_{1}$ a subset of $\Sigma=$ $\partial \Omega \times(0, T)$ such that $\Sigma_{2}=\Sigma \backslash \Sigma_{1}$ has nonempty interior set, $a(\cdot, \cdot) \in L^{\infty}(Q), f$ a
real function, $h \in L^{2}(Q), y_{0} \in L^{2}(\Omega)$ and $\beta$ a bounded maximal monotone graph of $\mathbb{R}^{2}$ such that $D(\beta)=\mathbb{R}$. We study "the approximate controllability" with observation on $\Sigma_{1}$ of the problem

$$
(\mathcal{P}) \begin{cases}y_{t}-\Delta y+a(x, t) \beta(y) \ni h & \text { in } Q \\ \frac{\partial y}{\partial \nu}+f(y)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y}{\partial \nu}=v & \text { on } \Sigma_{2} \\ y(x, 0)=y_{0}(x) & \text { on } \Omega .\end{cases}
$$

Here we define the weak solutions of $(\mathcal{P})$ in a way similar to that in which we defined weak solutions in section 3.1.

Theorem 25 If $f$ is a nondecreasing continuous function satisfying

$$
\begin{equation*}
|f(r)| \leq C(1+|r|) \tag{3.28}
\end{equation*}
$$

for some constant $C>0$, then problem $(\mathcal{P})$ has the approximate controllability property with control space $\mathcal{U}=L^{2}\left(\Sigma_{2}\right)$ and observation $\left.y(v)\right|_{\Sigma_{1}} \in L^{2}\left(\Sigma_{1}\right)$.

Proof: Given $y_{d} \in L^{2}\left(\Sigma_{1}\right)$ and $\varepsilon>0$, for $0<\alpha<1 / 2$ we take

$$
\mathcal{U}=\left\{z \in H^{1 / 2-\alpha / 2,1-\alpha}(Q):\left\|z_{\mid \Sigma_{1}}-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon\right\} .
$$

We point out that, since the trace operator from $H^{1 / 2-\alpha / 2,1-\alpha}(Q)$ to $L^{2}(\Sigma)$ is continuous (see, for instance, section 2.2 of Chapter 4 of Lions-Magenes [19]), it is easy to prove that $\mathcal{U}$ is a closed set with the topology of $H^{1 / 2-\alpha / 2,1-\alpha}(Q)$ and so, it is a Banach space. We define the multivalued mapping

$$
\mathcal{F}: \mathcal{U} \rightarrow \mathcal{P}(\mathcal{U})
$$

by

$$
\mathcal{F}(z)=\left\{y_{z}^{b}(v) \text { for some } b \in \beta(z),\|v\|_{L^{2}\left(\Sigma_{2}\right)} \leq R,\left\|y_{z}^{b}(v)_{\mid \Sigma_{1}}-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon\right\}
$$

where $y_{z}^{b}(v)$ is the solution of the associated problem

$$
\begin{cases}y_{t}-\Delta y+a(x, t) b=h & \text { in } Q  \tag{3.29}\\ \frac{\partial y}{\partial \nu}+f\left(z_{\mid \Sigma_{1}}\right)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y}{\partial \nu}=v & \text { on } \Sigma_{2} \\ y(x, 0)=y_{0}(x) & \text { on } \Omega .\end{cases}
$$

By regularity results (see Lions-Magenes [19]), as $f\left(\left.z\right|_{\Sigma_{1}}\right) \in L^{2}(\Sigma)$ (by (3.28)), we obtain that $y_{z}^{b}(v) \in H^{1 / 2,1}(Q)$ for every $z \in H^{1 / 2-\alpha / 2,1-\alpha}(Q), b \in \beta(z)$ and $v \in L^{2}\left(\Sigma_{2}\right)$. Moreover

$$
\begin{equation*}
\left\|y_{z}^{b}(v)\right\|_{H^{1 / 2,1}(Q)} \leq C\left(1+\|h\|_{L^{2}(Q)}+\|v\|_{L^{2}\left(\Sigma_{2}\right)}+\left\|y_{0}\right\|_{L^{2}(\Omega)}\right) \tag{3.30}
\end{equation*}
$$

(see proposition 8). To prove theorem 25 we shall use Kakutani's fixed point theorem. Next, we prove that the hypotheses of that theorem are satisfied.

From (3.30) we know that there exists a bounded subset $\mathcal{V}$ of $\mathcal{U} \cap H^{1 / 2,1}(Q)$ such that for each $z \in \mathcal{U}, \mathcal{F}(z) \subset \mathcal{V}$. Then, using the facts that $H^{1 / 2,1}(Q) \subset$ $H^{1 / 2-\alpha / 2,1-\alpha}(Q)$ is a compact imbedding and $\mathcal{U}$ is a closed set, we can choose $\mathcal{V}$ to be a compact set of $\mathcal{U}$. Also, it is easy to prove that $\mathcal{F}(z)$ is a convex set for all $z \in \mathcal{U}$. To see that $\mathcal{F}(z)$ is a compact set for every $z \in \mathcal{U}$ we suppose that $\left(y^{n}\right)_{n}$ is a sequence of elements of $\mathcal{F}(z)$ which converges in $H^{1 / 2-\alpha / 2,1-\alpha}(Q)$ to $y \in \mathcal{V}$. We have to prove that $y \in \mathcal{F}(z)$. We know that there exist $b^{n} \in \beta(z)$ and $u^{n} \in L^{2}\left(\Sigma_{2}\right)$ satisfying $\left\|u^{n}\right\|_{L^{2}\left(\Sigma_{2}\right)} \leq R$, such that

$$
\begin{cases}y_{t}^{n}-\Delta y^{n}+a(x, t) b^{n}=h & \text { in } Q  \tag{3.31}\\ \frac{\partial y^{n}}{\partial \nu}+f\left(z_{\Sigma_{1}}\right)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y^{n}}{\partial \nu}=u^{n} & \text { on } \Sigma_{2} \\ y^{n}(0)=y_{0} & \text { on } \Omega \\ \left\|y^{n}-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon . & \end{cases}
$$

Now, using the facts that $\beta$ is a bounded maximal monotone graph and that the controls $u^{n}$ are uniformly bounded, we deduce that $u^{n} \rightarrow u$ and $b^{n} \rightarrow b$ in the weak-topology of $L^{2}\left(\Sigma_{2}\right)$ and of $L^{2}(Q)$ respectively. Also $u$ satisfies $\|u\|_{L^{2}\left(\Sigma_{2}\right)} \leq$ $R$ and since any maximal monotone graph is strongly-weakly closed (see e.g. proposition 3.5, p. 75 of Barbu [3]) over any Banach space with uniformly convex dual (as, for instance, $\left.L^{2}(Q)\right)$ we obtain that $b \in \beta(z)$. Therefore, if we pass to the limit in (3.31) (taking into account that $f\left(y^{n}\right) \rightarrow f(y)$ in $L^{2}(\Sigma)$ ), we obtain

$$
\begin{cases}y_{t}-\Delta y+a(x, t) b=h & \text { in } Q \\ \frac{\partial y}{\partial \nu}+f\left(z_{\Sigma_{1}}\right)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y}{\partial \nu}=u & \text { on } \Sigma_{2} \\ y(0)=y_{0} & \text { on } \Omega .\end{cases}
$$

Further, $\left\|y^{n}-y\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq\left\|y^{n}-y\right\|_{H^{1 / 2-\alpha / 2,1-\alpha}(Q)} \rightarrow 0$ and so $\left\|y-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon$. To show that $\mathcal{F}(z)$ is not the empty set we shall use the following lemma:

Lemma 26 We consider the linear problem

$$
(\mathcal{L P}) \begin{cases}Y_{t}-\Delta Y=F & \text { in } Q \\ \frac{\partial Y}{\partial \nu}=G & \text { on } \Sigma_{1} \\ \frac{\partial Y}{\partial \nu}=v & \text { on } \Sigma_{2} \\ Y(x, 0)=y_{0}(x) & \text { on } \Omega \\ \|v\|_{L^{2}\left(\Sigma_{2}\right)} \leq R, & \end{cases}
$$

where $F$ and $G$ lie in bounded sets $B$ of $L^{2}(Q)$ and $E$ of $L^{2}\left(\Sigma_{1}\right)$ respectively. If $v_{F, G} \in L^{2}\left(\Sigma_{2}\right)$ is the optimal control of this problem relative to the functional

$$
J(v)=\int_{\Sigma_{1}}\left|Y(v)-y_{d}\right|^{2} d \Sigma
$$

( $v_{F, G}$ exists by the compactness result pointed out earlier), then for every $\varepsilon>0$ we can choose $R$ large enough to obtain

$$
\left|Y\left(F, G, v_{F, G}\right)-y_{d}\right|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon \quad \text { for all } F \in B \text { and } G \in E
$$

Proof: By linearity we can assume $y_{0} \equiv 0$. We take $\gamma>0$ small enough. Then, if $F \in H^{-(1 / 4+\gamma),-2(1 / 4+\gamma)}(Q)$ and $G \in H^{-\gamma,-2 \gamma}\left(\Sigma_{1}\right)$, we obtain (see, for instance, Lions-Magenes [19]) that the solution $Y(F, G)$ of $(\mathcal{L P})$ belongs to $H^{3 / 4-\gamma, 2(3 / 4-\gamma)}(Q)$.

Let $P_{R}: H^{-(1 / 4+\gamma),-2(1 / 4+\gamma)}(Q) \times H^{-\gamma,-2 \gamma}\left(\Sigma_{1}\right) \rightarrow L^{2}\left(\Sigma_{1}\right)$ be the mapping defined by

$$
P_{R}(F \times G)=\left.Y\left(F, G, v_{F, G}\right)\right|_{\Sigma_{1}}
$$

The optimallity condition for $v_{F, G}$ is

$$
\int_{\Sigma_{1}}\left(Y\left(F, G, v_{F, G}\right)-y_{d}\right) Y\left(0,0, v-v_{F, G}\right) d \Sigma \geq 0 \forall v \in L^{2}\left(\Sigma_{2}\right),\|v\|_{L^{2}\left(\Sigma_{2}\right)} \leq R .
$$

Then, by adding the inequalities

$$
\int_{\Sigma_{1}}\left(Y\left(F_{1}, G_{1}, v_{F_{1}, G_{1}}\right)-y_{d}\right) Y\left(0,0, v_{F_{1}, G_{1}}-v_{F_{2}, G_{2}}\right) d \Sigma \leq 0
$$

and

$$
\int_{\Sigma_{1}}\left(Y\left(F_{2}, G_{2}, v_{F_{2}, G_{2}}\right)-y_{d}\right) Y\left(0,0, v_{F_{2}, G_{2}}-v_{F_{1}, G_{1}}\right) d \Sigma \leq 0
$$

we obtain

$$
\begin{equation*}
\int_{\Sigma_{1}}\left[Y\left(F_{1}, G_{1}, v_{F_{1}, G_{1}}\right)-Y\left(F_{2}, G_{2}, v_{F_{2}, G_{2}}\right)\right] Y\left(0,0, v_{F_{1}, G_{1}}-v_{F_{2}, G_{2}}\right) d \Sigma \leq 0 \tag{3.32}
\end{equation*}
$$

Now, as
$Y\left(F_{1}, G_{1}, v_{F_{1}, G_{1}}\right)-Y\left(F_{2}, G_{2}, v_{F_{2}, G_{2}}\right)=Y\left(F_{1}-F_{2}, G_{1}-G_{2}, 0\right)+Y\left(0,0, v_{F_{1}, G_{1}}-v_{F_{2}, G_{2}}\right)$, using (3.32) we see that

$$
\begin{gathered}
\left\|Y\left(F_{1}, G_{1}, v_{F_{1}, G_{1}}\right)-Y\left(F_{2}, G_{2}, v_{F_{2}, G_{2}}\right)\right\|_{L^{2}\left(\Sigma_{1}\right)}^{2} \\
\leq \int_{\Sigma_{1}}\left[Y\left(F_{1}, G_{1}, v_{F_{1}, G_{1}}\right)-Y\left(F_{2}, G_{2}, v_{F_{2}, G_{2}}\right)\right] Y\left(F_{1}-F_{2}, G_{1}-G_{2}, 0\right) d \Sigma .
\end{gathered}
$$

By the Hölder and Young inequalities we conclude that

$$
\begin{gathered}
\left\|Y\left(F_{1}, G_{1}, v_{F_{1}, G_{1}}\right)-Y\left(F_{2}, G_{2}, v_{F_{2}, G_{2}}\right)\right\|_{L^{2}\left(\Sigma_{1}\right)}^{2} \leq\left\|Y\left(F_{1}-F_{2}, G_{1}-G_{2}, 0\right)\right\|_{L^{2}\left(\Sigma_{1}\right)}^{2} \\
\leq\left\|Y\left(\cdot ; F_{1}-F_{2}, G_{1}-G_{2}, 0\right)\right\|_{H^{3 / 4-\gamma, 2(3 / 4-\gamma)}(Q)}^{2} \\
\leq C\left(\left\|F_{1}-F_{2}\right\|_{H^{-(1 / 4+\gamma),-2(1 / 4+\gamma)(Q)}}^{2}+\left\|G_{1}-G_{2}\right\|_{H^{-\gamma,-2 \gamma\left(\Sigma_{1}\right)}}^{2}\right)
\end{gathered}
$$

where the constant $C$ is independent of $R$. Therefore, $P_{R}$ is equicontinuous and by Ascoli's theorem, $\left(P_{R}\right)_{R>0}$ converges uniformly over the compact sets of $H^{-(1 / 4+\gamma),-2(1 / 4+\gamma)}(Q) \times H^{-\gamma,-2 \gamma}\left(\Sigma_{1}\right)$. Thus, as

$$
L^{2}(Q) \times L^{2}\left(\Sigma_{1}\right) \subset H^{-(1 / 4+\gamma),-2(1 / 4+\gamma)}(Q) \times H^{-\gamma,-2 \gamma}\left(\Sigma_{1}\right)
$$

with compact imbedding, the result is obtained by using the fact that the approximate controllability of problem ( $\mathcal{L P}$ ) implies

$$
\lim _{R \rightarrow \infty} P_{R}(F \times G)=y_{d} \quad \text { in the topology of } L^{2}\left(\Sigma_{1}\right)
$$

End of the proof of theorem 25: Applying (3.28) and the previous lemma we can choose $R$ such that $\mathcal{F}(z)$ is a nonempty set, for all $z \in \mathcal{U}$. Finally, in order to apply Kakutani's fixed point theorem, we have to prove that $\mathcal{F}$ is upper hemicontinuous. Therefore, we shall prove that for every $z_{0} \in H^{1 / 2-\alpha / 2,1-\alpha}(Q)$,

$$
\limsup _{z_{n} \rightarrow z_{0}} \sigma\left(\mathcal{F}\left(z_{n}\right), k\right) \leq \sigma\left(\mathcal{F}\left(z_{0}\right), k\right), \quad \forall k \in\left(H^{1 / 2-\alpha / 2,1-\alpha}(Q)\right)^{\prime}
$$

Since we have already seen that $\mathcal{F}(z)$ is a compact set, we know that for each $n \in \mathbb{N}$ there exists $y_{n} \in \mathcal{F}\left(z_{n}\right)$ such that

$$
\sigma\left(\mathcal{F}\left(z_{n}\right), k\right)=<k, y_{n}>.
$$

Now, by using that $\left(y_{n}\right)_{n} \subset \mathcal{V}$, we know that there exists $y \in H^{1 / 2-\alpha / 2,1-\alpha}(Q)$ such that (after extracting a subsequence) $y_{n} \rightarrow y$ in the topology of $H^{1 / 2-\alpha / 2,1-\alpha}(Q)$. We shall show that $y \in \mathcal{F}\left(z_{0}\right)$.

We know that there exists $b^{n} \in \beta\left(z_{n}\right)$ and $v^{n} \in L^{2}\left(\Sigma_{2}\right)$ satisfying

$$
\begin{equation*}
\|v\|_{L^{2}\left(\Sigma_{2}\right)} \leq R, \tag{3.33}
\end{equation*}
$$

such that

$$
\begin{cases}y_{t}^{n}-\Delta y^{n}+a(x, t) b^{n}=h & \text { in } Q \\ \frac{\partial y^{n}}{\partial \nu}+f\left(z_{n}\right)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y^{n}}{\partial \nu}=v^{n} & \text { on } \Sigma_{2} \\ y^{n}(x, 0)=y_{0}(x) & \text { on } \Omega \\ \left\|y^{n}-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon . & \end{cases}
$$

Thus there exists $v \in L^{2}\left(\Sigma_{2}\right)$ satisfying (3.33) such that $v^{n} \rightarrow v$ in the weak topology of $L^{2}\left(\Sigma_{2}\right)$. Moreover, by using that $\beta$ is a bounded strongly-weakly closed graph and that the heat equation has a smoothing effect, we deduce (as before) that $y$ satisfies (3.29) and

$$
\left\|y^{n}-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon
$$

with $z=z_{0}$ for some $v \in L^{2}\left(\Sigma_{2}\right)$ satisfying (3.33) and some $b \in \beta\left(z_{0}\right)$, which implies that $y \in \mathcal{F}\left(z_{0}\right)$. Then, for every $k \in\left(H^{1 / 2-\alpha / 2,1-\alpha}(Q)\right)^{\prime}$ we obtain

$$
\sigma\left(\mathcal{F}\left(z_{n}\right), k\right)=<k, y^{n}>\rightarrow<k, y>\leq \sup _{\bar{y} \in \mathcal{F}\left(z_{0}\right)}<k, \bar{y}>=\sigma\left(\mathcal{F}\left(z_{0}\right), k\right)
$$

which proves that $\mathcal{F}$ is upper hemicontinuous. Finally, the restriction of $\mathcal{F}$ to $K=$ $\operatorname{conv}(\mathcal{V})$ (the convex enveloppe of $\mathcal{V}$ ), which is a compact set in $H^{1 / 2-\alpha / 2,1-\alpha}(Q)$, satisfies the assumptions of Kakutani's fixed point theorem. Thus, $\mathcal{F}$ has a fixed point $y \in K$. Further, by construction, there exists a control $v \in L^{2}\left(\Sigma_{2}\right)$ satisfying (3.33) such that

$$
\begin{cases}y_{t}-\Delta y+a(x, t) \beta(y) \ni h & \text { in } Q \\ \frac{\partial y}{\partial \nu}+f(y)=0 & \text { on } \Sigma_{1} \\ \frac{\partial y}{\partial \nu}=v & \text { on } \Sigma_{2} \\ y(x, 0)=y_{0}(x) & \text { on } \Omega \\ \left\|y-y_{d}\right\|_{L^{2}\left(\Sigma_{1}\right)} \leq \varepsilon . & \end{cases}
$$

Therefore, $y$ is the solution that we were looking for.
Acknowledgements. The research of the authors is partially supported by the DGICYT (Spain) projects PB93/0443 (J.I.D.) and AMB93-0199 (A.M.R.).

## References

1 Aubin,J.P. (1984) L'analyse non linéaire et ses motivations économiques. Masson.

2 Aubin,J.P.-Ekeland,I. (1984) Applied nonlinear Analysis. Wiley-Interscience publication.

3 Barbu,V. (1976) Nonlinear semigroups and differential equations in Banach spaces. Noordhoff.

4 Benilan,Ph. (1978) Operateurs accretifs et semi-groupes dans les espaces $L^{p}$ $(1 \leq p \leq \infty)$. Functional Analysis and Numerical Analysis. H. Fujita, ed. Japan Society for the Promotion of Science, pp. 15-53.

5 Brezis, H. (1973) Operateurs Maximaux Monotones et semi-groupes de contractions dans les espaces de Hilbert. North-Holland.

6 Díaz,J.I. (1991) Sur la contrôlabilité approchée des inéquations varationnelles et d'autres problèmes paraboliques non linéaires. C. R. Acad. Sci. Paris, 312, serie I, pp. 519-522.

7 Díaz,J.I. (1993) Approximate controllability for some nonlinear parabolic problems. In System Modelling and Optimization. Proceedings of the $16^{\text {th }}$ IFIPTC7 conference, Compiegne (France). Lecture Notes in Control and Information Sciences. Springer-Verlag.

8 Díaz,J.I. (1993) Mathematical analysis of some diffusive energy balance models in Climatology. In Mathematics, Climate and Environment. J.I. Díaz and J.L. Lions (eds.). Masson.

9 Díaz,J.I. (1994) Controllability and Obstruction for some nonlinear parabolic problems in Climatology. In Modelado de Sistemas en Oceanografía, Climatología y Ciencias Mediambientales: aspectos matemáticos y numéricos. Eds: A. Valle and C. Pares. Málaga, 24-26 Enero, 1994, pp. 43-57.

10 Díaz,J.I.-Fursikov,A.V. (1994) A simple proof of the controllability from the interior for nonlinear parabolic problems. Applied Math. Letters. 7, No 5, pp. 85-87.

11 Díaz,J.I.-Ramos,A.M. (1993) Resultados positivos y negativos sobre la controlabilidad aproximada de problemas parabólicos semilineales. Proceedings of XIII C.E.D. Y.A./III Congreso de Matemática Aplicada. Univ. Politécnica of Madrid. September, 1993. A.C. Casal, L. Gavete, C. Conde and J. Herranz (eds.). pp. 640-645.

12 Díaz,J.I.-Ramos,A.M. Positive and negative approximate controllability results for semilinear parabolic equations. To appear in Revista de la Real Academia de Ciencias de Madrid.

13 Fabre,C.-Puel,J.P.-Zuazua,E. (1992) Contrôlabilité approchée de l'équation de la chaleur semi-linéaire. C. R. Acad. Sci. Paris, t. 315, Serie I, pp. 807-812.

14 Fabre,C.-Puel,J.P.-Zuazua,E. (1995) Approximate controllability of the semilinear heat equation. Proceedings of the Royal Society of Edinburgh, 125A, pp. 31-61.

15 Friedman,A. (1964) Partial differential equations of parabolic type. PrenticeHall, Inc.

16 Henry,J. (1978) Etude de la contrôlabilité de certaines équations paraboliques. Thèse d'Etat, Université Paris VI.

17 Lions,J.L. (1968) Contrôle optimal de systemes gouvernés par des equations aux derivées partielles. Dunod.

18 Lions,J.L. (1990) Remarques sur la contrôlabilité approchée, Proceedings of "Jornadas Hispano-Francesas sobre Control de Sistemas Distribuidos". Universidad de Malaga, pp. 77-88.

19 Lions,J.L.-Magenes,E. (1968) Problemes aux limites non homogenes et applications, Vol. 1. Paris, Dunod.

20 Mizohata,S. (1958) Unicité du prolongement des solutions pour quelques opérateurs différentiels paraboliques. Mem. Coll. Sci. Univ. Kyoto, Ser. A31 (3), pp. 219-239.

21 Saut,J.C.-Scheurer,B. (1987) Unique continuation for some evolution equations. Journal of Differential Equations, 66, pp. 118-139.

22 Simon,J. (1987) Compact Sets in the Space $L^{p}(0, T ; B)$. Annali di Matematica pura ed applicata. Serie 4, 146, pp. 65-96.

23 Zuazua,E. (1991) Exact boundary controllability for the semilinear wave equation. In Nonlinear differential equations and their applications. H. Brezis and J.L. Lions Eds., Séminaire du Collège de France 1987-1988, vol X, Research Notes in Mathematics, Pitman, (1991), pp. 357-391.

