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Abstract

High Pressure Shift Freezing (HPSF) has been proven more beneficial for ice crystal size

and shape than traditional (at atmospheric pressure) freezing.1–3A model for growth and coars-

ening of ice crystals inside a frozen food sample (either at atmospheric or high pressure) is

developed and some numerical experiments are given, with which the model isvalidated by

using experimental data. To the best of our knowledge this is the first modelsuited for freezing

crystallisation in the context of High Pressure.

1 Motivation for studying growth and coarsening of ice parti-

cles

Recent advances in food preservation are related to development of the so-called High Pressure

Shift Freezing (HPSF) method, which allows achieving a veryquick and homogeneous decrease

of the tissue temperature.1–5 Such a shift in temperature quickly brings the water within the tissue

well below its freezing point hence causing homogeneous nucleation of large number of very small

ice particles.1–5 Further growth of these particles decreases the freezing point of remaining water

by increasing concentration of salts in it and finally stops the ice precipitation. Thus, the HPSF

method allows avoiding formation of relatively large, tissue damaging ice crystals6 during their

relatively quick growth phase. These bigger crystals are generated due to much slower process of

ripening when the mass of ice is transferred from smaller to bigger ice particles.7–9

The goal of this work is to develop a model to study the growth and coarsening of ice particles

in a frozen food sample, and hence look at the temporal evolution of HPSF frozen ice crystals.

This idea came from the work published by Fernández et al.6, where the authors investigated if

HPSF frozen systems follow the same ice recrystallisation kinetics as those conventionally frozen

(at atmospheric conditions). A system which could hold HPSFfrozen samples of suitable size

for microscopic observation without their alteration was designed.6 Then using direct microscopic

examination at different temperatures, they could follow the evolution of ice crystals with time and
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study the influence of the freezing method and storage temperature on recrystallisation. In Fernán-

dez et al.6 a 1.86N NaCl solution was used as a food model sample. In this paper we use this model

system to study theoretically and numerically the time evolution of ice particles. This evolution

involves both growth and ripening processes described within the mean field approximation. The

proposed approach is rather generic and remains valid for any type of freezing process provided

that the particles have roughly spherical shape and are evenly distributed over the sample volume.

In Section 2 we describe how to calculate the melting temperature of salty water and show

some expressions regarding the salt mass concentration andthe volume concentration of dissolved

ice. In Section 3 we present a model that accounts for the growth and ripening of ice crystals in

this system by developing a theory somewhat similar to Ostwald ripening.7–9 Our model predicts

crystal size evolution with time, and also ice crystal size distribution. In Section 4 we describe

the numerical simulations we have performed and in Section 5we present the particular numerical

experiments and results for salty water and ice-cream. In Section 6 we outline the conclusions.

2 Melting temperature of salty water

Consider a system consisting of salty water at an experimental temperatureTexp (K). If the tem-

perature is low enough (below the melting point) the system has a potential to produce a certain

amount of ice (which depends on the temperature10) via isothermal crystallisation. Let us as-

sume that at timet0 (s) the system has already produced part of this ice, which has precipitated

in spherical particles of radiiRi (µm). It is also convenient to assume that all the ice which can

potentially precipitate at a given temperature, is initially dissolved in salty water, i.e. we mark

the corresponding fraction of water molecules as being dissolved ice molecules. Such representa-

tion allows introducing an effective excess concentrationof water, which we will use to develop

a theory somewhat similar to Ostwald ripening to account forboth growth and coarsening of the

pre-existing ice particles.

In the course of ice precipitation the salt concentration increases pushing the melting tempera-
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tureTmelt down towardsTexp. Once the latter is reached the ice precipitation stops suchthatTmelt(t)

remains equal toTexp for anyt ≥ t. At timest ≥ t some ice particles may still grow due to ripening

process.

Figure 1:Salty water system configuraton.

Suppose that at timet the system is composed of salty water and spherical (for simplicity)

precipitated ice particles of radiiRi(t) as illustrated in Figure 1. The salt mass concentration in the

system can be expressed as

xs(t) =
Ms

Vs.water+Vice(t)
, (1)

whereMs (mg) is the total salt mass dissolved in water and non-precipitated dissolved ice,Vs.water

(µm3) is the volume occupied by salty water that is not part of the non-precipitated ice dissolved

in water, andVice(t) (µm3) is the volume occupied by the non-precipitated ice dissolved in water.

First we illustrate the dependence of the melting temperature upon the salt concentration.

In thermodynamic equilibrium at melting temperatureTmelt(xs) the chemical potentials of H2O

molecules in the non-precipitated ice (µice) and in salty water (µs.water) are equal.

For chemical potential of water molecules in ice particles we can neglect entropic contribution

and write

µice =−εice (2)
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which is constant for the range of temperatures and pressures under consideration, whereεice (eV

per molecule) is the cohesive energy of H2O molecules in ice.

For water molecules in salty water the chemical potential depends onxs,11 so we have that

µs.water(xs) =−εwater−βxs + kT ln

(

nwater

nmax

)

, (3)

where−β (eV µm3 mg−1 per molecule) is the rate of change ofµs.water with respect toxs,

εwater is the cohesive energies of H2O molecules in pure water,k is the Boltzmann constant

(k ≈ 1.3806488x10−23J K−1 = 8.6173324x10−5eV K−1), nwater = ν−1
water (molecules perµm3)

is the number concentration of H2O molecules in water andnmax is the maximum number con-

centration of H2O molecules in water that would be attained in the hypothetical case of water

molecules occupying only the volume occupied by their atoms(i.e. nmax is the inverse of the vol-

ume that is occupied by the atoms of a water molecule ornmax = (2νhyd+ νoxy)
−1, whereνhyd

andνoxy (µm3) are the atomic volumes of hydrogen and oxygen, respectively). Typical values

are12 νwater= 0.02992 x 10−9 µm3 and 2νhyd+ νoxy = 0.0146 x 10−9 µm3, which gives a ratio

nwater
nmax

=
2νa,hyd+νa,oxy

νwater
≈ 0.49, whereas a dense packing of spherical molecules would yield 0.74.

Thus, a large part of the volume of liquid water is actually made of voids.

Then, using thatµice = µs.water and Eqs. (2) and (3), we obtain that

kTmelt(xs) =
Lmelt−βxs

ln
(

nmax
nwater

) , (4)

with Lmelt = εice− εwater being the latent heat of melting (eV per molecule). From thisequation,

we can obtain a more useful expression for the shift of the melting point:

Tmelt(xs)

Tmelt(0)
=

Lmelt−β xs

Lmelt
= 1−

βxs

Lmelt
. (5)

This equation illustrates that the higherxs, the lowerTmelt(xs). In reality, once crystallisation/melting

starts,xs begins to change. In a crystallisation process it increasespushingTmelt(xs) down, which
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eventually stops crystallisation. It looks like all the icedissolved has now precipitated.

It is instructive to definexs as a function of the volume concentration of dissolved ice

aice =
Vice

Vs.water+Vice
. (6)

From here we have that

Vice =
aiceVs.water

1−aice
(7)

and then

xs(t) =
Ms(1−aice(t))

Vs.water
= xs(t)(1−aice(t)), (8)

where we recall thatt (s) is the time when the maximum salt mass concentration is attained, which

is achieved when all dissolved ice has precipitated. According to Eq. (5) we have

Tmelt(xs(t))
Tmelt(0)

= 1−
βxs(t)
Lmelt

.

Then, taking into account thatTmelt(xs(t)) = Texp, we obtain

xs(t) =
Lmelt

β

(

1−
Texp

Tmelt(0)

)

. (9)

Let us suppose that, at the initial timet0 the salt concentration isxs(t0) = xs,0 and the volume of

water plus dissolved ice isVs.water+Vice(t0) =V0. Then, we can find the amount of ice crystallised

at temperatureTexp. From Eq. (1) we have

xs(t) =
xs,0V0

V0−Vice(t0)
,

which implies that

Vice(t0) =V0

(

1−
xs,0

xs(t)

)

.
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Then, from Eq. (6) we deduce that

aice(t0) =
Vice(t0)

V0
= 1−

xs,0

xs(t)
. (10)

Substituting Eq. (9) into Eq. (10) we obtain

aice(t0) = 1−
xs,0

Lmelt
β

(

1− Texp
Tmelt(0)

) = 1−
βxs,0

Lmelt

Tmelt(0)
(Tmelt(0)−Texp)

. (11)

We can also find the salt mass concentration at any time, as a function of the corresponding

volume concentration of dissolved ice, by using the following expression, deduced from Eqs. (8)

and (10)

xs(t) = xs(t)(1−aice(t)) =
xs,0(1−aice(t))

1−aice(t0)
. (12)

3 Growth and ripening

Here we use the idea about dissolved ice in the water and find equations describing growth and

ripening of pre-existing ice particles. For simplicity we assume that all the particles have spherical

shape and retain it during the whole process. In the mean fieldtheory of ordinary Ostwald ripening

(OR)7–9 the conservation of fluxes (total incoming and outgoing) is normally assumed. If there is

supersaturation of one component (ice) in the other (water)such conservation does not take place

anymore, i.e., the total particles mass increases. The equations for particle radiiR (µm) in the

Wagner limit9 are
dR
dt

= νice(Iin − Iout(R)) , (13)

whereνice (µm3 per molecule) is the molecular volume of an H2O molecule in ice andIin and

Iout (molecules perµm2 and pers) are the densities of incoming and outgoing molecular fluxes,

respectively. The latter can be written as

Iin = K nmf, Iout(R) = K nGT(R),
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wherenmf (ice molecules perµm3) is the mean field number concentration of dissolved ice,nGT(R)

is the Gibbs–Thomson number concentration andK (µm s−1) is the surface reaction rate.

It is convenient to represent the mean field concentration asa sum

nmf = nOR+nice, (14)

where the componentnOR (molecules perµm3) accounts for the dissolved ice concentration at

which the total mass of the precipitated ice is conserved, and nice is the excess concentration of the

dissolved ice accounting for the growth of that mass.

3.1 Ripening

The ice concentration componentnOR can be obtained according to its definition, i.e., from the

balance of all emitted and absorbed molecular fluxes. The number of ice molecules deposited on

an ice particle of radiusR per unit time is 4πR2(Iin − Iout(R)). Therefore, taking into account all

particles and assuming that the total number of ice molecules in all particles is conserved, we have

∑
i

R2
i (nOR−nGT(Ri)) = 0,

which implies, using mean values, that

nOR =

〈

R2 nGT(R)
〉

〈R2〉
. (15)

The Gibbs-Thomson concentration entering Eq. (13) by definition can be determined using the

thermodynamic equilibrium condition between ice particleand salty water. Chemical potential

(µcl(R)) of water molecule in the ice cluster is

µcl(R) =−εice+
2γνice

R
, (16)
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whereγ is the cluster surface energy per unit area. The corresponding chemical potential in salty

water is given by Eq. (3). In equilibriumµcl = µwater and from Eqs. (3), (12) and (16), it follows

that

−εice+
2γνice

R(t)
=−εwater+ kTexpln

(

nGT(t)
nmax

)

−
βxs,0(1−aice(t))

1−aice(0)
.

From this we obtain

nGT(R(t)) = nmax exp



−
Lmelt−

βxs,0(1−aice(t))
1−aice(0)

kTexp
+

2γνice

kTexpR(t)



 . (17)

Using the usual approximation13

2γνice << kTexpR(t), (18)

Eq. (17) can be simplified to obtain

nGT(R(t))≈ nmax exp



−
Lmelt−

βxs,0(1−aice(t))
1−aice(0)

kTexp





(

1+
2γνice

kTexpR(t)

)

. (19)

Substituting Eq. (19) into Eq. (15) we find

nOR ≈ nmax exp



−
Lmelt−

βxs,0(1−aice(t))
1−aice(0)

kTexp





(

1+
2γνice〈R(t)〉
kTexp〈R(t)2〉

)

. (20)

3.2 Growth

The growth fractionnice = aiceν−1
ice of the mean field given in Eq. (14) can be determined from a

separate equation. It is clear that

dVice =−d

(

∑
i

4π
3

R3
i

)

=−∑
i

4πR2
i dRi,

which implies that
dVice

dt
=−∑

i
4πR2

i
dRi

dt
.
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Then, using Eq. (13) but accounting only for growth and without ripening (i.e. withIout = 0 and

nOR = 0) we find the following equation forVice(t)

dVice

dt
=−νiceKnice∑

i
4πR2

i . (21)

Let us now rewrite Eq. (21) in terms ofaice. From Eqs. (7) and (10) we obtain

d
dt

(

aiceV0(1−aice(t0))
1−aice

)

=−νiceKnice∑
i

4πR2
i =−Kaice∑

i
4πR2

i

=⇒
daice

dt

(

1
1−aice

+
aice

(1−aice)2

)

=−
Kaice

V0(1−aice(t0))
∑

i
4πR2

i . (22)

3.3 Ripening and growth

The full set of equations is then obtained from Eqs. (19), (20) and (22)



















daice(t)
dt

=−
Kaice(t)(1−aice(t))2

V0(1−aice(t0))
∑

i
4πRi(t)

2

dRi(t)
dt

= Kaice(t)+
2γν2

iceKnmax

kTexp
exp

[

−
Lmelt

kTexp
+

βxs,0(1−aice(t))

kTexp(1−aice(t0))

](

〈R(t)〉
〈R(t)2〉

−
1

Ri(t)

)

.

Parameternmax can be eliminated from the above equation recalling that (see Eq. (4)),

nmax= nwaterexp

(

Lmelt

kTmelt(0)

)

.

Thus, the system can be written as



































daice(t)
dt

=−
Kaice(t)(1−aice(t))2

V0(1−aice(t0))
∑

i
4πRi(t)

2

dRi(t)
dt

= Kaice(t)+

2γν2
iceν−1

waterK

kTexp
exp

[

Lmelt

k

(

1
Tmelt(0)

−
1

Texp

)

+
βxs,0(1−aice(t))

kTexp(1−aice(t0))

](

〈R(t)〉
〈R(t)2〉

−
1

Ri(t)

)

.

(23)
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This system must be completed with initial conditions at a suitable timet0 (s). The initial ice

volume concentrationaice(t0) is calculated using Eq. (11).Ri(0) and the number of indexi have to

be estimated from experiments











aice(t0) = 1−
βxs,0

Lmelt

Tmelt(0)
(Tmelt(0)−Texp)

,

Ri(t0) estimated from experiments.

(24)

Eqs. (23) and (24) are solved numerically to obtain time evolution of the ice particle radii and

dissolved ice concentration.

4 Numerical simulations

4.1 Estimation of some parameters for simulations

The model described by Eqs. (23) and (24) needs the value of the well–known constants (which

we give in the relevant units for this paper)k ≈ 8.617 x 10−5 (eV K−1), Tmelt(0) ≈ 273.15 (K),

Lmelt ≈ 0.0625 (eV molecule−1), γ ≈ 1.5605 x 105 (eV µm−2), νwater≈ 0.02992 x 10−9 (µm3)

andνice ≈ 0.03263 10−9 (µm3). It also needs the following input parameters:Texp, K, V0, β , xs,0

andRi(0), for all i.

Now,
2γν2

iceν−1
water

k
≈

2·1.5605·105 ·0.032632 ·10−18

0.02992·10−9 ·8.617·10−5 ≈ 0.12887µm K,

Lmelt

k
≈

0.0625
8.617·10−5 K molecule−1 ≈ 725.31 K molecule−1

,

Lmelt

kTmelt(0)
≈

725.31
273.15

molecule−1 ≈ 2.6554 molecule−1
,

1
k
=

1
8.617·10−5 K eV−1 ≈ 11604.967 K eV−1

,

and
Tmelt(0)

Lmelt
≈

273.15
0.0625

=≈ 4370.4 K eV−1 molecule.

11



Therefore, Eq. (23) can be approximated for the simulationsby















daice(t)
dt

=Caice(t)

dRi(t)
dt

=CRi(t),
(25)

where































Caice(t) =−
Kaice(t)(1−aice(t))2

V0(1−aice(t0))
∑

i
4πRi(t)

2

CRi(t) = Kaice(t)+

0.12887
K

Texp
exp

[

2.6554−
725.31

Texp
+11604.967

βxs,0(1−aice(t))

Texp(1−aice(t0))

](

〈Ri(t)〉
〈R(t)2〉

−
1

Ri(t)

)

.

(26)

The initial conditions given in Eq. (24) can be approximatedby











aice(t0) = 1−4370.4
βxs,0

(273.15−Texp)
,

Ri(t0) estimated from experiments.

(27)

The rest of the input parameters have to be given in the following units:Texp (K), K (µm s−1), V0

(µm3), β (eV µm3 mg−1 per molecule)xs,0 (mg µm−3) andRi(0) (µm), for all i.

4.2 Numerical approximation

The numerical model was implemented in Fortran using a first-order explicit Euler scheme. The

estimation of parameters described in Section 4.1 was used in the numerical algorithm. Time was

discretised from the initial time,t0, to final time,tf, using a step dt. The numerical scheme was

initiated using Eq. (27) and at a given timet, if we knowaice(t) andRi(t) we calculate those values

at the following time step as











aice(t +dt) = aice(t)+dt ·Caice(t)

Ri(t +dt) = Ri(t)+dt ·CRi(t),

(28)
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with Caice(t) andCRi(t) given by Eq. (26).

In analogy with Burlakov and Kantorovich,13 an ice particle with the size below a certain

threshold valueRthr is declared as dissolved with its residual content being transferred to other

particles in proportion to their surface area. For our simulations we have consideredRthr = 0.01

µm.

5 Simulation results

We set up two different numerical experiments to validate our model. For the first one we use

experimental data from Fernández et al.6, where a salty water solution as a food model was used.

Our model is designed specifically for salty water, and we show below that the experimental data

fit very well. The second model validation is done using ice-cream as a food model and is based

on published work.14 Even though ice cream is a much more complex system than saltywater, we

adjust the model to this case, and we see reasonable agreement.

5.1 Salty water food model

Fernández et al.6 used a 1.86N NaCl solution as a food model. The concentration was selected such

that at the HPSF recrystallisation temperature (approximately -19.2◦C) the frozen fraction was

approximately 51%. Temperature was raised from -19.2◦C to the target experimental temperature

and kept constant for a period of 3 h to study recrystallisation phenomena. The authors consider

this time period long enough to represent the more intense phase of the recrystallisation process.

These target experimental temperatures were -19.2◦C for comparison of HPSF and APF frozen

samples (which we refer to as HPSF -19.2 and APF -19.2) and -14.3◦C, -12.4◦C, -9.5◦C (which we

refer to as APF -14.3, APF -12.4 and APF -9.5, respectively) for system temperature dependence

study. The evolution of the ice crystals during this period was followed by micrographs that were

automatically taken every 30 minutes. An image analysis software was used to detect crystal

boundaries from the micrographs, and from this a diameter for each crystal was determined.
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5.1.1 Discrete experimental data

The data we have available are the radii of the crystals at each time step. Figure 2 shows the

maximum and mean radius evolution for each of the experiments. We would like to remark that

the maximum radii data are not very reliable, as they should generate a monotonic increasing

function over time, and as can be seen for some cases it is not.We think this is due to the fact

that in the experimental observations a very small sample was analysed,6 which meant that on

average there were 150-200 initial crystals, not enough to get more accurate results. The mean

radii evolution, however, looks more reliable.
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Figure 2: Mean (dotted lines) and maximum (solid lines) experimental ice particle radius values
for salty water data

For simulating the same experiments with our model we consider the input parametersV0,

Ri(t0), Texp, K, β andxs,0 (see Section 4.1). From the experimental data we have the size distribu-

tion of ice particlesRi(t0) (in µm) at the temperatureTexp=-19.2◦C (253.95 K) where the frozen

fraction of the solution was approximately 51%.6 The initial volume of the sampleV0 (µm3) is

taken for each case according to the following procedure: weassume that the initial amount of

frozen ice (nucleated) is 16% and that the final amount of frozen ice is approximately 51% (i.e. for

each experiment there is a total ice fraction of 0.51 and a dissolved ice fraction of 0.35). Then we

choose the total number of particles suitable for simulations and choose the total system volume to

fit the ice fraction given. For each experiment the number of particles and volumes are different,
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and are pointed out separately in each graph (see Figures 3 and 4). The initial salt mass concen-

tration,xs,0, is calculated according to the fact that we use a 1.86 N NaCl solution. By converting

normality to solute mass concentration in the relevant units, we getxs,0 = 1.0881·10−10 mgµm−3.

Finally, K andβ are model fitting parameters. For all of the salty water experiments we takeK = 1

µm s−1 andβ = 2.757·107 eV µm4 mg−1 molecule−1.

Let us see, for the case under study, if inequality Eq. (18) holds. As k ≈ 8.617 x 10−5 (eV

K−1), Texp= 253.95 (K), γ ≈ 1.5605 x 105 (eV µm−2) andνice ≈ 0.03263 10−9 (µm3), we have

that for Eq. (18) to hold, necessarily,

Ri >>
2γνice

kTexp
= 4.6538 x 10−4 µm, ∀i,

which is true given that all particles in the model have a larger radius than the threshold one

(otherwise they disappear) andRthr = 0.01 µm.

As mentioned previously, the experimental data have been recorded for 3 h with the data points

taken every 30 minutes. We run simulations for much longer times to obtain the long term be-

haviour of the particle size distribution. On a shorter timescale this behaviour is compared to that

obtained experimentally. According to Fernández et al.6 the size distribution significantly changes

with storage time for both the HPSF and APF models. As the experimental size distributions are

rather sparse, they cannot be properly compared to the simulated ones. More relevant characteris-

tics to assess the quality of modelling approach are averageand maximum particle sizes.

Figures 3a and 3b show the simulated and experimental time evolution of average and maxi-

mum particle sizes for HPSF -19.2 and the APF -19.2 processes, respectively. For both cases the

simulated average radius matches the experimental averageradius very well, and as can be seen

we let the simulated radius evolve for longer than 3 h. In contrast, the simulated maximum radius

does not show similarly good agreement with experimental data most likely due to the rather low

number of measured particles. We find that the long term behaviour of the characteristic radii for

the samples frozen using HPSF and APF are very similar in agreement with the results reported in
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(a) HPSF -19.2 (Number of particles=8000;V0 = 1.05 x 108 µm3)
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(b) APF -19.2 (Number of particles=5000;V0 = 4.8 x 107 µm3)

Figure 3: Experimental and simulated average and maximum ice particle radius evolution (in
logarithmic scale) for salty water experiment
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Fernández et al.6. Note that the simulated radii evolution curves are not smooth due to the rela-

tively low number of particles used in the simulations. Thisis especially evident as the number of

particles decreases with time due to dissolution of smallerparticles.

Figures 4a to 4c show the simulated and experimental radii evolution over time for the APF

-14.3, APF -12.4 and the APF -9.5 processes. Once more the agreement between experimental

and simulated average radii is rather good for all the processes. The oscillations observed in the

simulated curves are again due to the low and decreasing number of ice particles. As we will see

in Section 5.1.2 such oscillations disappear if the number of particles is high enough making the

initial distribution very smooth.

5.1.2 Continuous experimental data

To test the validity of our model for predicting ice crystal size distributions at a given time we

design a new set of data from experiment APF -12.4 described in Section 5.1.1. A continuous

(large number of particles) initial distribution is generated using the values of the average particle

radius and standard deviation obtained from the discrete experimental size distribution approxi-

mated with the normal distribution. Figure 5 shows the distributions (Figure 5a) and the average

and maximum simulated and experimental radii time evolution (Figure 5b). Again the average

radii match very well and the simulated radii curves are now much smoother than in the discrete

case (see Figure 4b), due to the smoothness of the continuousinitial distribution.

5.2 Ice-cream food model

Our second numerical experiment uses ice-cream as a food model. As previously stated, ice-cream

is a much more complex system than salty water and it is instructive to try our model with the

ice-cream to see if the experimental results can be fitted. InDonhowe et al.14 a methodology to

characterise the ice crystal size distribution was developed and several ice-cream and ice milk for-

mulations of various composition were analysed to test the methodology. We use the 40% total

solids (TS) ice-cream formulation, as the experimental data are available for this particular com-
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(a) APF -14.3 (Number of particles=10000;V0 = 1.8 x 108 µm3)
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(b) APF -12.4 (Number of particles=5000;V0 = 1.05 x 108 µm3)
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(c) APF -9.5 (Number of particles=10000;V0 = 4 x 108 µm3)

Figure 4: Experimental and simulated average and maximum ice particle radius evolution (in
logarithmic scale) for salty water experiment
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Figure 5: APF−12.4◦C Continuous model (Number of particles=12000;V0 = 2.2 x 108 µm3)
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position.14 In the experiment the samples were frozen, then drawn from the freezer and hardened

for 24 h, and finally stored in a storage freezer for several weeks. The samples were analysed for

crystal size distribution immediately after drawing from the freezer (the temperature was set to the

draw temperature,−7.3± 0.3◦C); after hardening (at−14◦C) and then after 7 and 14 weeks of

storage (also at−14◦C). To set up the numerical experiment within our model the following as-

sumptions are made: we consider all time evolution to take place at one and the same temperature

Texp = −14◦C (259.15 K). All experimental measurements except for the one immediately after

drawing from the freezer have been taken at this temperature. Because of the differences in tem-

perature between the drawing and hardening stages, a significant increase in the ice particle size

was observed.14 Our model does not account for this temperature difference but it still accounts for

the ice particle growth due to ripening. The initial size distribution,Ri(t0), is obtained using Figure

4 from Donhowe et al.14 where we extrapolate the published curve and create a histogram, which

is then used for generation of initial distribution in our simulations. We take the initial amount of

ice formed after drawing to be approximately 25%, and the dissolved ice concentration of the same

amount, giving the total ice fraction of 50%. For obtaining smooth distributions we consider quite

a large number of particles, 4500, and therefore the system volume is taken as 1.2·109 µm3, to get

the correct ice fractions. In this case we do not have a value for xs,0 from the experimental data, as

we are no longer working with salty water but with ice-cream instead, which has many more com-

ponents. The latter means that there are now three fitting parameters,β , xs,0 andK. As the first two

parameters are involved as a product, they can be replaced with just one fitting parameter. Thus,

we takeβxs,0 = 0.0024 eV molecule−1, which is very close to the value used for the salty water

βxs,0 = 0.003 eV molecule−1. ForK we stick to the same value as for the salty water experiments,

i.e. K = 1 µm s−1.

Again for this case, inequality Eq. (18) holds. The only parameter that has changed with respect

to the salty water model isTexp which is now 259.15 K, leading to

Ri >> 4.5604 x 10−4 µm, ∀i,
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which is true givenRthr = 0.01 µm.
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Figure 6: Ice-cream model

Figure 6 shows the simulated (lines) and experimental (lines with symbols) distributions (Fig-

ure 6a) and the average and maximum simulated and experimental radius evolution over time

(Figure 6b). The model prediction for the size distributionagrees well with the experimental data

except for the those taken after 14 weeks when the experimental ice particles have stopped coarsen-

ing (the 7 weeks and 14 weeks distributions are practically the same), whereas the simulated ones

continue to coarsen. We believe that this effect is due to thefact that ice-cream contains fat and

emulsifiers which provide mechanical obstructions to the exchange of water molecules between

ice particles,14 something that our model does not account for.
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6 Conclusions

We develop a very simple but powerful model that allows simulating growth and coarsening of

ice crystals. Comparison of modelling results with those obtained experimentally is done for two

food model systems: salty water and ice-cream. The model is accurate enough to correctly predict

the time evolution of average ice crystal size for all cases.It also predicts rather well the evolu-

tion of crystal size distribution when continuous initial size distribution is available. The model

allows reasonably accurate estimation of food storage timeusing certain criteria for acceptable ice

particle size. Further development of the described model can be made by considering more com-

plicated multi-component system including components acting as surfactants, and by allowing the

temperature variation during the system time evolution.
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